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Comparative Evaluations of Selected Tracking-by-Detection Approaches

A. A. Mekonnen and F. Lerasle

Abstract—In this work, we present a comparative evaluation of various multi-person tracking-by-detection approaches on public datasets. The work investigates five popular trackers coupled with six relevant visual people detectors evaluated on seven public datasets. The evaluation emphasizes on exhibited performance variation depending on tracker-detector choices. Our experimental results show that the overall performance depends on how challenging the dataset is, the performance of the detector on the specific dataset, and the tracker-detector combination. Some trackers are more sensitive to the choice of a detector and some detectors to the choice of a tracker than others. Based on our results, two of the trackers demonstrate the best performances consistently across different datasets whereas the best performing detectors vary per dataset. This underscores the need for careful application context specific evaluation when choosing a detector.

Index Terms—Tracking-by-Detection, Multi-person Tracking, People Detection

I. INTRODUCTION

People detection and tracking is an important research area with prominent applications in video surveillance, pedestrian protection systems, human-computer interaction, robotics, and the like. As a result, it has amassed huge interest from the scientific community [1], [2], [3]. Tracking of people in a scene, usually referred as multi-person tracking, falls under multi-object tracking (MOT). MOT deals with the process of accurately estimating the state of objects – primarily, position, identity, and configuration – over time from a set of observations. Due to incurred challenges, e.g., scene clutter, target dynamics, intra/inter-class variation, measurement noise, sensor motion, and frame rate, it has long been established that coupling trackers with detectors, in a paradigm called tracking-by-detection, helps to better tackle these challenges [4], [5]. In our context, tracking-by-detection approaches rely on a people detector to start, update, re-initialize, guide (avoid drift), or terminate a tracker. In the literature, it is common to find plethora of tracking-by-detection approaches applied to multi-person tracking. However, the usual trend is to select a single detector and directly couple it with the tracker, e.g., [1], without any comparative evaluation. With the advent of several people detection techniques that exhibit significant variations in detection performance/speed (due to remarkable advances in learning and data mining techniques) [4], [2] and the asymmetric progress in detector and tracker research, this trend must change. The first step should be to evaluate the effect a detector choice has on tracking performance and relevant associations with filtering strategies therein. To the best of our knowledge no such work exists to date. There are indeed very good experimental comparative works in detection, e.g., [3], as well as in tracking, e.g., [6], but none that shows the interrelated effects of detector and tracker choices and corresponding implications in different application contexts. This paper, which is an updated and significantly extended version of our preliminary work in [7], tries to bridge this gap by presenting a comparative evaluation of exemplar tracking-by-detection approaches, with different detector and tracker choices, on relevant public datasets. Based on experimental results obtained, it goes beyond to present generalized insights and discussions that highlight the influence of detector and tracker choices on tracking performance.

In this work, we consider five different trackers (filtering strategies) based on their pervasive use in the literature and relevance in MOT Challenge [8]: A Decentralized Particle Filter (DPF), e.g., [1], Tracker Hierarchy [9], Reversible Jump Markov Chain Monte Carlo - Particle Filter (RJMCMC) [5], Simple Online Real-time Tracker (SORT) [10], and Markov Decision Processes (MDP) [11] tracking. DPF and RJMCMC are selected as they are the most popular Monte Carlo approaches; Tracker Hierarchy and SORT, on the other hand, showcase a deterministic like approach with mixed closed-form stochastic and deterministic tracking strategy. MDP is unique as it tries to model lifetime of a target with Markov Decision Processes, on top of similar target dynamics and appearance considerations.

The aforementioned trackers are coupled with six selected detectors, namely: Histogram of Oriented Gradients (HOG) based detector denoted as HOG-SVM [12]. Deformable Part-based Model (DPM) detector [13]. Aggregate Channel Features (ACF) based detector [2]. Locally Decorrelated Channel Features (LDCF) [14] that builds upon ACF, and two deep learning (DL) based detectors namely Region-based Convolutional Neural Networks (RCNN) [15], and Deep Convolutional Neural Networks for Pedestrian Detection (DeepPed) [16]. These detectors mark distinct detector superiority era onsets as published in 2005, 2010, 2014 (x2), and 2015 consecutively. Furthermore, our choice is motivated by the fact that LDCF, ACF and DPM are amongst the current best detectors based on hand-crafted features, and DeepPed and RCNN are the prominent ones amongst deep learned feature based approaches. HOG-SVM, though not currently amongst the best, uses features that are constituents, in one way or another, of current
state-of-the-art approaches and historically has been the de facto benchmark detector. Here, it is important to mention that we do not consider detectors that use background/foreground subtraction techniques, e.g., \[21\], as they have been recently dominated by the success in the former types (i.e., those that employ learned people models). To summarize, the selected trackers and detectors are quite relevant and representative for the intended comparative evaluation.

The rest of this paper is organized as follows: Sec. II presents related work and highlights our contributions. Sec. III details the adopted tracking-by-detection framework, and it is followed by Sec. IV and Sec. V which describe the selected visual people detectors and multi-object tracking methods in detail, respectively. Sec. VI details the experimental settings and obtained results; Sec. VII provides a comprehensive discussion, and Sec. VIII presents concluding remarks.

II. RELATED WORK AND CONTRIBUTIONS

Tracking-by-detection is overwhelmingly present in MOT, especially in video surveillance, due to recent advances in detector performance \[5\]. It provides a strong framework on which multi-target trackers can recover from drift, target loss, occlusions or target confusion. The main advantage of this method is that it allows multi-object trackers to rely on the output of the detector in order to give birth, kill, or correct a track. Tracking-by-detection approaches in the literature can be roughly categorized into two: a batch and an online approach. The batch approach utilizes global optimization over an entire video content to determine target trajectories from detections, e.g., \[17\]. The online approach, on the other hand, can be either a first order Markovian system that employs a recursive probabilistic approach to update and refine the trajectory of targets on a frame by frame basis, e.g., \[13\], \[1\], or a tracklet based system that first generates short tracklets by linking frame by frame detections, which are then globally associated to build longer tracks, e.g. \[19\]. As the name suggests, the batch approach renders itself to offline use while the latter is suitable for online tracking applications. In this work we focus on first order (online) Markovian trackers. As illustrated in Fig. 1 tracking-by-detection contains three main components: a detector, a tracker (filter), and a data association module. The tracker by itself further encapsulates target appearance model, target dynamic model, and state-space exploration technique.

The earliest account of coupling learned detectors in tracking-by-detection can be traced back to the works of Beymer and Konolige \[20\]. In their work, they made use of a learned template based person detector with a Kalman Filter based tracker. Tracking-by-detection paradigm became popular only after significant improvements in people detection were demonstrated a couple of years later \[21\], \[22\]. Until recently, the majority of tracking-by-detection works have resorted to the HOG people detector \[1\], \[18\], \[9\]. Even currently, given the vast pool of detectors with varying performances, only a handful of them have been investigated for tracking-by-detection – HOG and ACF to be precise, e.g., \[1\], \[8\]. The trend is to pick a detector and directly use it – to the best of our knowledge there is no comparative work that shows the effect of a detector choice on tracker performance in different application contexts. This work addresses this gap by carrying out detector-tracker choice evaluations on public datasets to highlight the gains and losses incurred under different contexts. In the following consecutive paragraphs, related works in people detection and tracking are briefly discussed.

As highlighted, the literature on people detection is quite vast (please refer to \[3\], \[23\] for extensive surveys), but to briefly recap it, early success was achieved using rudimentary Haar like features inspired by Haar Wavelets that capture region intensity differences, but have limited descriptive power \[24\]. These were later significantly improved with the use of gradient based HOG features \[12\]. Building on HOG, several works have proliferated improving the state-of-the-art by combining HOG with other features (utilizing heterogeneous pool of features). Examples include: the HogLBP detector \[25\] that combined HOG features with Local Binary Patterns (LBP), and the MultiFTR detector \[26\] that combined HOG with Haar like and shape context features. The next significant improvement was made by the Deformable Parts-based Model (DPM) detector which uses slightly altered HOG features in a parts based detector configuration that explicitly looks for different automatically learned parts of a person (five to be exact) to detect a person \[13\]. Following this, further improvements have been made possible with the advent of Channel Features \[27\] and their derivatives. Channel features combined with soft-cascade boosting frameworks \[28\], \[29\]) are amongst the current best approaches both in terms of detection performance and computation time \[30\].

The tracker, particularly Multi-Object Tracker (MOT) in this work, is another core component of tracking-by-detection that is responsible for accurately estimating the state of targets – location, identity, and dynamic configuration – over time from a set of observations, e.g., \[31\], \[4\]. Without loss of generality, MOT is considered to refer to tracking of multiple people henceforth. Two main paradigms exist for MOT state representation, which also indirectly govern the state-space filtering technique: A centralized approach, in which all the states of the tracked targets are joined, as subspaces, to yield a single representation that captures the entire configuration of the tracked persons \[5\], \[32\], \[33\]; and a decentralized approach whereby each target is represented, and consequently tracked independently, e.g., \[1\]. The advantage of the joint representation is, should the targets interact, an interaction model can be incorporated in the tracking problem and tackled systematically. On the other hand, for the independent representation, target interaction models can not be incorporated directly. It naturally lends itself to ad-hoc solutions based on a high level supervisor which manages the trackers’ behaviors during close-by interactions \[13\], \[1\].

The tracker is further governed by the adopted target dynamic and appearance model. The target dynamic model dictates how the targets evolve in the current time frame from the previous state. In MOT, it is common to consider random walk, e.g., \[32\], \[44\], linear autoregressive models with constant velocity, e.g., \[1\], and non-linear models, for
example, in the form of social forces [35], to describe target evolution. On the subject of appearance model, trackers can usually be classified in either of two groups: generative [36], [37] and discriminative methods [38], [39]. Generative models usually learn a model that directly represents the target object or person and use it to rate candidate positions, either by using back-projection to find the region with minimal reconstruction error [9] or by sampling [40] to find the best candidate. Discriminative methods, on the other hand, prefer to model tracking as a binary classification task in order to discriminate the target from the background in the feature space [38], [39]. For these reasons, recent trackers have tried to make detectors and trackers work hand-in-hand in a framework that leverages their respective strengths. For example, [41], [1] complement the generic appearance model of its detector with online-trained classifiers that are able to accurately discriminate between targets.

Contributions: The main goal of this work is a systematic evaluation of relevant detector-tracker combinations (that define a specific tracking-by-detection approach), on several public datasets to assess the effect of detector and tracker choices on MOT performance under different application contexts. To achieve this, we consider a combination of six visual people detectors and five multi-object trackers, and evaluate their performance on seven public datasets. This is a very challenging endeavor and a crucial contribution to the state-of-the-art that is lacking this kind of experimental benchmark. Hence, our main contributions can be summarized as: (1) Systematic evaluation of tracking-by-detection approaches based on relevant combination of trackers and detectors on different application contexts; and (2) Based on the experimental results obtained using the chosen detectors and trackers, we try to go beyond and present generalized discussions and guidelines that highlight the influence of detector and tracker choices on tracking performance.

III. FRAMEWORK

Fig. 1: Basic components of a tracking-by-detection framework and their interactions.

The adopted tracking-by-detection framework is depicted in Fig. 1. It builds upon object detectors to initialize, terminate, and update tracks. It is important to mention here that all tracking in this work is carried out on the image plane – the output of a tracker describes a bounding rectangular box delineating the target. Detections and tracks are matched by a data association module that identifies detections as, (1) one of the targets, in which case it is used to update the track, or (2) as a new target, in which case it is used to create a potential track that awaits further associations with future detections to become a track. The tracker, or filter, itself will then handle how tracks are propagated at the current frame given a dynamic model, and estimate the most probable bounding box of the target at the current frame using an appearance model. The filter’s purpose is to compensate for the detector’s unreliability, i.e., high number of false positives and false negatives, and discrete number of responses in opposition to, for instance, a likelihood map.

The visual detector outputs a set of unlabeled detections, along with their detector confidence, from the current image. Detector confidence can be thresholded in order to reduce false detections. The list of detectors considered are presented in detail in Sec. IV. These detections are then sent to the data association module which matches detections in the current frame with tracks from previous time frames – if any – using the detections’ and the tracks’ location, scale, and appearance, via a matching score $S_{i,j}$ (for the $i$th detection and $j$th track) computed as:

$$S_{i,j} = \lambda_d \frac{d}{\|x_i - x_j\|} + \lambda_s \|s_i - s_j\| + \lambda_{app} B(H_i, H_j)$$  

Where $\lambda_d$, $\lambda_s$ and $\lambda_{app}$ are adjustable parameters, and $B(H_i, H_j)$ is the Bhattacharyya color histogram similarity coefficient. $x, y$ denote position on the image plane, and $s$ denotes scale. Scores are thresholded to ensure unlikely associations (i.e., associations with low scores) are not made. Even though, the Hungarian algorithm is usually used for the association using the score matrix, we use a greedy algorithm that iteratively associates detections and tracks with the highest score as it has been shown to be sufficient [1].

When a detection is assigned to a track, the track’s remaining lifespan is increased, whereas tracks that are not matched to a detection see their lifespan decrease. When a track remains unmatched to any detection for a certain number of frames, the track is killed. The unmatched detections are used to create potential new tracks, which become an active track when associated with sufficient number of detection consecutive frames. Once data association is performed, the tracking (filtering) process takes place. The list of considered trackers are described in Sec. V.

IV. VISUAL PEOPLE DETECTORS

This section presents the different visual people detectors investigated in this work. As presented in Sec. II, the state-of-the-art in visual people detector encompasses several detectors that have different detection performance, computation time, and model abstraction. In this work, we select six detectors, namely: HOG-SVM [12], DPM [13], ACF [2], LDCF [14], DeePed [16], and RCNN [15] for the intended tracking-by-detection evaluations. Relevant characteristics of these detectors are summarized in Table I.

A. Histogram of Oriented Gradients (HOG-SVM)

This detector, proposed by Dalal and Triggs [12], is one of the classical and oldest detectors. This detector computes local histograms of the gradient orientation on a dense grid
TABLE I: Summary of the six detectors investigated (see text for abbreviations).

<table>
<thead>
<tr>
<th>Detector</th>
<th>Feature Type</th>
<th>Model</th>
<th>Classifier</th>
<th>NMS</th>
<th>Training Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOG-SVM [12]</td>
<td>HOG</td>
<td>Holistic</td>
<td>Linear SVM</td>
<td>PM</td>
<td>INRIA dataset</td>
</tr>
<tr>
<td>DPM [13]</td>
<td>Channel Features</td>
<td>Holistic</td>
<td>AdaBoost</td>
<td>PM</td>
<td>INRIA dataset</td>
</tr>
<tr>
<td>LDCF [14]</td>
<td>Channel Features</td>
<td>Holistic</td>
<td>AdaBoost</td>
<td>PM</td>
<td>INRIA dataset</td>
</tr>
<tr>
<td>DeepPed [16]</td>
<td>Deep Learned (CNN)</td>
<td>Holistic</td>
<td>Linear SVM</td>
<td>PM</td>
<td>INRIA dataset</td>
</tr>
<tr>
<td>RCNN [15]</td>
<td>Deep Learned (CNN)</td>
<td>Holistic</td>
<td>Linear SVM</td>
<td>PM</td>
<td>INRIA dataset</td>
</tr>
</tbody>
</table>

and uses linear Support Vector Machine (SVM) as a classifier. The learned model is based on a holistic (full-body) abstraction trained on the public INRIA person training dataset [12]. The detection outputs are filtered by a Pairwise Max (PM) Non-Maximal Suppression (NMS) technique that suppresses the less confident of every pair of detections that overlap sufficiently. Although HOG-SVM is not the current best detector, its constituent HOG features are the most discriminant features to date [3].

B. Deformable Parts Model (DPM)

DPM [13] is a parts based detector that works by aggregating evidence of different parts of a body to detect a person in an image. The detector uses a mixture of deformable part-based models and a modified version of HOG features. The model consists of a root filter (one that characterizes full-body) and several part filters; its score over a candidate window is determined as the score of the root filter plus sum of the scores of each part filters, taking the maximum over placements of the parts, minus a deformation cost that penalizes deviation from ideal part locations relative to the root filter. It is learned using partially labeled data with a latent SVM on the INRIA person dataset. The final detection bounding box is determined with a learned mapping function that uses the detected parts’ positions. It uses a PM based NMS technique. Since this detector relies on parts, it detects partially occluded people well and leads to better localization accuracies.

C. Aggregate Channel Features (ACF)

This is a fast person detector based on the notion of channel features that has outperformed several detectors on various benchmarking datasets [2]. It is based on aggregates of features represented as channels, a variant of Boosted classifier, and a holistic person abstraction. A channel is a per-pixel feature map computed from a corresponding patches of input pixels. It can, for example, be the L component of the LUV color transformed input image, or even a histogram of each quantized gradient orientation (one channel per orientation) of the input image. ACF uses ten channels – gradient magnitude, HOG (6 channels), and LUV color channels. Each channel is aggregated over blocks to create lower resolution channels. The final classifier is learned using AdaBoost and depth two decision trees over these channel features. The detector considered in this work is trained on the INRIA person dataset and uses PM based NMS.

D. Locally Decorrelated Channel Features (LDCF)

The LDCF people detector [14] is a detector that also relies on channel features like ACF. But, instead of training a classifier on the features directly, it applies a decorrelation step beforehand. The key point is the observation that decision trees used in Boosting, that use orthogonal (single feature) splits, can generalize better if the correlation between channel features is reduced. Hence, LDCF modifies ACF by applying decorrelating filters per channel. The filters are determined as the eigenvectors of a channel specific covariance matrix computed from a large collection of natural images.

E. Deep Convolutional Neural Networks (DeepPed)

This people detector, referred as DeepPed [16], is a pedestrian detection system based on deep learning, adapting a general-purpose convolutional network to the task at hand. The detector employs a combination of LDCF as region proposal algorithm, a finetuned deep convolutional neural network for feature extraction, and a linear SVM for the final classification. Due to the complexity of the different stages and parameters involved, it is not possible to provide useful details here. But, the actual detector pipeline with the utilized parameter values is detailed in [16] dubbed as DeepPed.

F. Region-based Convolutional Neural Networks (RCNN)

The RCNN people detector is based on the works of Girshick et al. [15]. This detection system consists of three modules. The first generates category-independent region proposals. These proposals define the set of candidate detections available to the detector and are based on selective search. The second module is a large convolutional neural network that extracts a fixed-length feature vector from each region (each selected region is warped into a pre-defined and fixed rectangular region). The third module is a class specific linear SVM that classifies each fixed-length feature as a person or not. Even though the detector presented in [15] is applied to several classes, in this work, the model trained for pedestrian detection on the INRIA dataset is utilized.

The selected six people detectors highlight advances made by different generation of detectors. Both HOG-SVM and DPM are based on similar underlying HOG features. LDCF and ACF are based on the notion of channel features. DeepPed and RCNN are based on deep learned features and represent recent advances made in machine learning. On recent benchmarks made on public datasets [42], [43], [16], [15], DeepPed and RCNN show better performance, followed by LDCF, ACF, and DPM respectively. HOG-SVM performs poorly, nevertheless, it is important to include it in benchmarking as it marks the first significant advance made by a people detector. Detection evaluation results on public datasets used in this work are presented in Section VI-C.

V. Multi-Object Trackers (MOT)

MOT is considered here in the vein of multi-person tracking utilizing a tracking-by-detection paradigm as illustrated in Sec. III. We consider two classes of trackers, purely probabilistic ones – based on sequential Monte Carlo approach (DPF and RJMCMC) and Markov Decision Processes (MDP) – and a deterministic like approach with mixed closed-form stochastic and deterministic tracking strategy (Tracker Hierarchy and SORT). Furthermore, the selected trackers can be categorized as decentralized (DPF, Tracker Hierarchy, SORT, and MDP),
and centralized (RJMCMC). These trackers combined with the six detectors are evaluated on seven publicly available benchmarking datasets (Sec. VI). Table II summarizes important characteristics of the considered trackers; details are provided subsequently.

TABLE II: Summary of considered tracking (filtering) types. IS: importance sampling, MH: Metropolis-Hastings sampling, MMSE: minimum mean square error, KF: Kalman Filter.

<table>
<thead>
<tr>
<th>Tracker</th>
<th>Sampling</th>
<th>Appearance Model</th>
<th>Dynamic Model</th>
<th>Data association</th>
<th>Point estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPF</td>
<td>IS</td>
<td>Multi-Template</td>
<td>Random walk</td>
<td>Greedy</td>
<td></td>
</tr>
<tr>
<td>RJMCMC</td>
<td>MH</td>
<td>Multi-Template</td>
<td>Random walk</td>
<td>Greedy</td>
<td>MMSE</td>
</tr>
<tr>
<td>Hierarchy</td>
<td>MH</td>
<td>Multi-Template</td>
<td>Linear velocity (KF)</td>
<td>Hungarian Mode (Mean shift)</td>
<td></td>
</tr>
<tr>
<td>SORT</td>
<td>IS</td>
<td>Multi-Template</td>
<td>Linear velocity (KF)</td>
<td>Hungarian Mean</td>
<td></td>
</tr>
<tr>
<td>MDP</td>
<td>IS</td>
<td>Single-Template</td>
<td>Optical flow</td>
<td>Hungarian Lucas-Kanade</td>
<td>[23]</td>
</tr>
</tbody>
</table>

A. Decentralized Particle Filter (DPF)

In this approach, each target is assigned a unique instance of a Particle Filter as a tracker. This target specific tracker is based on the Condensation [40] filter, a sequential Monte Carlo approach which approximates the posterior over the target state $x_t$ given all measurements up to time $t$, $Z_{1:t}$, using a set of $N$ weighted samples, i.e., $p(x_t | Z_{1:t}) \approx \{x_t^{(i)}, w_t^{(i)}\}_{i=1}^N$. Tracking is achieved sequentially with the notion of Importance Sampling whereby the particles at time $t-1$ are propagated according to a proposal density $q(.)$ and their weights are updated in accordance with Eq. [2]

$$ w_t^{(i)} \propto w_{t-1}^{(i)} \frac{p(z_t | x_t^{(i)})p(x_t^{(i)}) | x_{t-1}^{(i)}, z_t | x_t^{(i)}}{q(x_t^{(i)} | x_{t-1}^{(i)}, z_t)} \tag{2} $$

The DPF utilized here is the same as presented in [2] but with improved multi-template appearance model. The exact label for the resulting tracking-by-detection method is derived by appending the detector name on the tracker, e.g., DPF-ACF.

a) State Space: The state of a target $j$ at time $t$ in particle $i$, $x_t^{(i)}$, is represented by the vector $[x_t^{(i)}, y_t^{(i)}, s_t^{(i)}]^T$, where $x$ and $y$ denote the position, within the image plane, and $s$ denotes the scale of the rigid boundary box encapsulating the target at time $t$. Here, showing the target index $j$ is not relevant as a single DPF tracks only one target.

b) Particle Sampling: The importance function used to sample particles $q(x_t^{(i)} | x_{t-1}^{(i)}, z_t)$ is described in Eq. [3]

$$ q(x_t^{(i)} | x_{t-1}^{(i)}, z_t) = \beta p(x_t^{(i)} | x_{t-1}^{(i)}) + \alpha \pi(x_t^{(i)} | z_t) + \gamma p_0(x_t^{(i)}) \tag{3} $$

This proposal distribution propagates $\beta$ proportion of the particles from the previous time frame with the target dynamics model, sample $\alpha$ proportion of the particles from the detector proposal $\pi(x_t^{(i)} | z_t)$, and sample the remaining particles from the prior distribution ($\alpha, \beta, \gamma$ should sum to 1). This allows the tracker to incorporate detection information into the filtering step. The detector proposal distribution $\pi(x_t^{(i)} | z_t)$ is modeled as a Normal distribution $N(x_t^{(i)} | z_t, \Sigma_i)$, where $z_t$ indicates a detected target that has been associated with particle $i$, and $\Sigma_d$ is the covariance matrix of the detector $d \in \{\text{HOG-SVM}, \text{DPM}, \text{ACF}, \text{LDCF}, \text{DeepPed}, \text{RCNN}\}$.

c) Dynamic Model: Given the nature and variability of the evaluation datasets (Sec. VI-B) and difficulty of characterizing motion of humans on the image plane, a random walk dynamics model is used, i.e., for a particle $i$, $p(x_t^{(i)} | x_{t-1}^{(i)}) = N(x_t^{(i)} | x_{t-1}^{(i)}, \Sigma_{dy}^{(i)})$.

d) Appearance Model: The appearance of a tracked target $j$ is kept track of using a dynamically updated multi-template (MT) histograms (template ensemble) similar to [9]. In this case, the appearance of tracked target is captured by the set of $N_T$ histograms $\{H_{zk,k}^j \}_{k=1}^{N_T}$. Here, $j$ identifies the target, $c_k$ identifies the two color channels of the $k$th histogram (see [9] for details). With this change, the likelihood measure of a DPF is given by Eq. [4]

$$ p(z_t | x_t^{(i)}) \propto \exp \left( -\lambda \sum_{k=1}^{N_T} B_{c_k}(H_{zk,k}^j, H_{zk,k}^{(i)}) \right) \tag{4} $$

$H_{zk,k}^{(i)}$ stands for the histograms (with color channels $c_k$) computed from the image frame at time $t$ at the bounding box specified by $x_t^{(i)}$. $B(., \cdot)$ is the Bhattacharyya color histogram similarity coefficient. The target template ensemble update is managed as in [9].

e) Tracker Birth and Death: The creation of a new track and the removal, or death, of an instantiated track is managed in an ad-hoc manner as in [11, 18]. Whenever there is unassociated detection, a new potential track, one instance of DPF, is created. Once $N_{birth}$ number of consecutive detections have been associated with it, it is upgraded to a real track and marks the birth of a new tracked target. Similarly, when a tracked target has not been associated with a detection for $N_{death}$ number of consecutive frames, it is removed and the target is no longer tracked.

B. Reversible Jump Markov Chain Monte Carlo - Particle Filter (RJMCMC)

RJMCMC, proposed in [45, 5], is a popular joint state (centralized) tracker that represents the state of all tracked targets with a single state vector. Unlike classical joint state particle filters that are based on Important Sampling, RJMCMC relies on the Metropolis-Hastings (MH) algorithm [46] for sample generation. Similar to DPF, RJMCMC approximates the posterior over the tracked targets’ state $X_{1:t}$ given all measurements up to time $t-1$, $Z_{1:t-1}$, using a set of $M$ particles. But, this time the particles are unweighted, i.e., $p(X_{t-1} | Z_{1:t-1}) \approx \{X_{t-1}^{(i)}\}_{i=1}^M$. The posterior at the current time frame is approximated with Eq. [5] $X_t = \{X_t^{(i)}\}_{j=1}^M$ represents the states of all tracked targets. $|X_t|$ denotes the total number of tracked targets.

$$ p(X_t | Z_{1:t}) \propto p(z_t | X_t) \sum_{i=1}^M p(X_t | X_{t-1}^{(i)}) \tag{5} $$

RJMCMC defines a Markov Chain over the state configuration so that the stationary distribution of the chain approximates the posterior distribution in Eq. [5]. It uses a set of $m$ moves to change the dimension of the state, i.e., adding new target, removing untracked targets, or leave it unchanged according to a prior move proposal $q_m$. Each move $m$ is associated with a move specific proposal distribution $Q_m(.)$, and must have a reverse move $m^*$ that assures reversibility so that detailed balance will be achieved and the chain will converge
to the desired stationary distribution \([5]\). During the estimation process, at the \(i^{th}\) iteration, it first samples a move from \(q_m\) and proposes a new particle \(X^*\) based on \(Q_m(.)\). It then computes the acceptance ratio \(\alpha_a\) (Eq. 5) with \(Q_m(.)\) and the reverse move proposal distribution \(Q_m^*(.)\). The proposed particle is accepted with probability \(\alpha_a\) or otherwise rejected. The burn-in, \(M_b\), and thin-out, \(M_h\), particles are discarded leaving \(M\) unweighted samples to represent the posterior.

\[
\alpha_a = \min \left( 1, \frac{p(X^*|Z_{1:t})Q_m^*(X_{i}^{(i-1)}; X^*)q_m*\Psi(X^*)}{p(X_{i}^{(i-1)}|Z_{1:t})Q_m(X_i^{(i-1)}; X^*)q_m\Psi(X_{i}^{(i-1)})} \right) \tag{6}
\]

\(\Psi(.)\) is the interaction model. The implementation in this work is similar as in \([7]\) with the addition that the appearance model now is based on multi-template histogram ensemble.

a) State Space: The state vector of a person \(j\) in particle \(i\) at time \(t\) is a vector \(x_{j,t}^i = [I_d x_{j,t}^i, y_{j,t}^i, s_{j,t}^i]^T\), where \(x, y, s\) denote the position and scale of a target in the image plane, and \(I_d\) indicates the identity of the target. Consequently, the \(i^{th}\) particle at time \(t\) is represented as \(X_i^t = \{I_i^t, x_{j,t}^i\}, j \in \{1, ..., I_i^t\}\), where \(I_i^t\) is the number of tracked persons in the \(i^{th}\) particle.

b) Proposal Moves: The set of proposal moves considered are: \(m = \{\text{add}, \text{delete}, \text{remove}, \text{stay}, \text{update}, \text{swap}\}\). The choice of the proposal privileged in each iteration is determined by \(q_m\), the jump move distribution.

c) Interaction Model: As in \([45], 5\), we adopt a pairwise Markov Random Field (MRF) where the cliques are restricted to the pairs of nodes (targets define the nodes of the graph), that are directly connected to the graph. This is given by Eq. \(7\) where \(D(.)\) denotes the normalized Euclidean distance between the state vectors.

\[
\Psi(X_{i}^t) = \Pi_{j \neq k} \left( 1 - e^{-\lambda_{mx}D^2(x_{j,t}^i, x_{k,t}^i)} \right) \tag{7}
\]

d) Appearance Model: The appearance model is based on multi-template histogram ensemble similar to the DPF. The difference is the way \(p(z_t|X_{i}^{(i)})\) gets computed for the \(i^{th}\) particles since \(X_{i}^{(i)}\) contains the states of all tracked targets. Let \(\hat{X}\) denote the subset of updated or swapped targets (excluding removed or added targets whose likelihood is set to one). Then the likelihood for particle \(X_{i}^{(i)}\) is computed via Eq. \(8\).

\[
p(z_t|X_{i}^{(i)}) \propto \exp \left( -\lambda \sum_{x \in \hat{X}} \sum_{k=1}^{N_F} \mathcal{B}(H_{d,k}, H_{v,k}, x) \right) \tag{8}
\]

\[\mathcal{I}(j, x) = \begin{cases} 1, & \text{if } j = id(x) \\ 0, & \text{otherwise} \end{cases} \tag{9}\]

The indicator function \(\mathcal{I}(j, x)\), Eq. \(9\) insures a target’s appearance model is correctly matched with the correspond target in the state vector.

The RJMCMC is coupled with the different detectors presented and evaluated. The coupled tracker-detector is denoted using RJMCMC followed by used detector acronym, e.g., RJMCMC-ACF. Similar to DPF, the detection-track data association is handled via a greedy assignment algorithm.

C. Tracker Hierarchy (Hierarchy)

This multi-object tracker is another tracking-by-detection decentralized MOT that assigns a single tracker per target. It is a tracker that consists of a rich appearance model of the target in the form of a template ensemble and uses hierarchy of expert and novice trackers for efficient multi-person tracking. It alternates between mean-shift mode estimator (to consider the target’s appearance) and a Kalman filter (to account for the target’s linear velocity motion dynamics) \([9]\). Please refer to \([9]\) for further details. This tracker combined with any of the detectors is labeled as Hierarchy followed by detector name, e.g., Hierarchy-ACF.

D. Simple Online and Realtime Tracker (SORT)

The SORT tracker, proposed by Bewley et al. \([10]\), is a lightweight multi-object tracker that depends solely on detections and dynamic motion model without using any target appearance model for tracking. The tracker focuses on efficient and reliable handling of the common frame-to-frame associations. Additionally, it employs two classical yet extremely efficient methods, Kalman filter and Hungarian method \([47]\), to handle the motion prediction and data association components of the tracking problem respectively.

The tracker tracks each target independently and approximates the inter-frame displacements of each target with a linear constant velocity model which is independent of other objects and camera motion. In assigning detections to existing targets, each targets bounding box geometry is estimated by predicting its new location in the current frame. The assignment cost matrix is then computed as the intersection-over-union (IOU) distance between each detection and all predicted bounding boxes from the existing targets. The assignment is solved optimally using the Hungarian algorithm. Tracker birth and death are handled similar to the DPF presented in Sec. \(V-A\).

In our experiments, this tracker is evaluated by using each of the six presented detectors. Each variant is postfixed with the name of the associated detector, e.g., SORT-ACF.

E. Multi-object Tracking by Markov Decision Processes (MDP)

The MDP tracker \([11]\), formulates the online MOT problem as decision making in Markov Decision Processes (MDPs), where the lifetime of an object is modeled with an MDP. Learning a similarity function for data association is equivalent to learning a policy for the MDP, and the policy learning is approached in a reinforcement learning fashion which benefits from both advantages of offline-learning and online-learning for data association. In this framework, a single object tracker is considered to be an agent in MDP, whose task is to track the target. Then good policies are learned for the MDP with reinforcement learning, and multiple MDPs are employed to track multiple targets.

Given a new input video frame, targets in tracked states are processed first to determine whether they should stay as tracked or transfer to lost states. Then a pairwise similarity between lost targets and object detections which are not covered by the tracked targets is computed. After that, the similarity score is used in the Hungarian algorithm to obtain
the assignment between detections and lost targets. According to the assignment, lost targets which are linked to some object detections are transferred to tracked states. Otherwise, they stay as lost. Finally, an MDP is initialized for each object detection which is not covered by any tracked target. To propagate the tracked targets to the next frame (target dynamic model), optical flow from densely and uniformly sampled points inside the target window is used. The corresponding point estimate location in the new frame is determined using the iterative Lucas-Kanade [44] method with pyramids. Additionally, the framework can naturally handle the birth/death and appearance/disappearance of targets by treating them as state transitions in the MDP while leveraging existing online single object tracking methods. Please refer to [11] for further details. Similar to the other trackers, this tracker is evaluated by using each of the six presented detectors. Each variant is postfixed with the name of the associated detector, e.g., MDP-ACF.

VI. EXPERIMENTS AND RESULTS

This section presents the different experiments carried out in detail. The objective is to evaluate the different tracking-by-detection approaches on public datasets in order to gather useful insights on the detector-tracker choice and more specifically on how each approach behaves under varying application contexts. We first evaluate the detectors’ performances on each dataset and then proceed with tracking-by-detection evaluation. The section begins with a presentation of the evaluation metrics and the datasets used, and follows with a description of the specific experimental/implementation settings used and obtained results.

A. Evaluation metrics

Detector performance is measured in terms of precision and recall which are defined according to Eq. [10]. Precision characterizes the proportion of detections that are indeed true targets, whereas recall indicates the proportion of correctly detected targets. \( TP \) stands for true positives, \( FP \) for false positives, and \( FN \) for false negatives. These values are determined based on the per image evaluation described in [3].

\[
\text{Precision} = \frac{TP}{TP + FP} \quad \text{Recall} = \frac{TP}{TP + FN} \quad (10)
\]

Tracker performance, on the other hand, is quantified using the prevalent CLEAR-MOT metrics [48]. The CLEAR-MOT metrics are principally based on computation of two quantities: the multi-object tracking accuracy (MOTA) and the multi-object tracking precision (MOTP), Eq. [11].

\[
\text{MOTA} = 1 - (F_P + F_N + T_d_{sw}); \quad \text{MOTP} = \frac{\sum_{j,t} S(x_j, g_t)}{\sum_j c_t} \quad (11)
\]

Where \( F_P = \sum_t \frac{TP}{g_t} \) denotes the total number of false positive, \( F_N = \sum_t \frac{FN}{g_t} \) denotes the total number of false negatives, and \( T_d_{sw} = \sum_t \frac{1}{g_t} \) denotes the total number of id switches, divided by the total number of ground truth targets \( (g_t) \) summed over the entire dataset. Even though it is not directly computed, the true tracking rate (true positive) can be expressed as \( T_R = \sum_t \frac{TP}{g_t} \). MOTP is the average bounding box overlap (intersection over union) between the estimated target position and ground truth annotations over the correctly tracked targets. A tracker estimated rectangular position \( R(x_j) \) is considered a correct track if its overlapping area score \( S(x_j, g_t) = \frac{\min(R(x_j),R(g_t))}{\max(R(x_j),R(g_t))} \) with the ground truth annotation \( g_t \) is above a threshold \( s_o \). For all the metrics MOTA, MOTP, Precision, and Recall, the higher they are the better.

B. Datasets

For evaluation, we use seven publicly available datasets summarized in Tables [III] and [IV]. These datasets are selected to encompass varying target characteristics, environment contexts, and sensor configurations. They include: static/mobile camera, differing image frame resolutions, indoor/outdoor settings, cluttered/uncluttered backgrounds, repeated target occlusions, and several target interactions. As can be seen (observed) from Fig. [2] (Tables [III] and [IV]), PETS-S2L1 features an outdoor scene captured using a surveillance camera with a slanted perspective view; it has several occlusions and inter-target interactions. The CAVIAR-OneShop dataset features intermittent target occlusions in an indoor scenario and the targets’ speeds vary, with some of them remaining static for some time. Similarly, CAVIAR-EnterExit features the same environment as CAVIAR-OneShop with more diverse directions of movements and several background clutters. TUD-Crossing features pedestrians crossing the road from a side view (static camera) with bi-directional horizontal target motions in a dense crowd. It has the most severe inter-target occlusions. The ETH-Bahnhof, ETH-Jelmoli, and ETH-Sunnyday datasets are all acquired using a moving camera. In ETH-Bahnhof the camera is mounted at hip-height and most targets walk towards or away from the camera on a crosswalk. In ETH-Jelmoli, the camera shows an erratic movement amidst a crowd of people moving in different directions at a plaza. The scene gets very complex though the crowd remains sparse. In ETH-Sunnyday the camera is moving forward on a crosswalk in a dense crowd. Targets move towards and away from the camera. Fig. [2] shows sample frames taken from each dataset.

The six detectors are evaluated on all the presented datasets using precision-recall metrics. Fig. [3] shows the precision-recall curves generated by varying the final detection threshold. Generally speaking, all the detectors except HOG-SVM perform well on PETS-S2L1, TUD-Crossing, and ETH-Sunnyday, achieving a higher than 80% recall at some operating points. But, on the rest perform moderately with severe under-performance observed in CAVIAR-OneShop and ETH-Jelmoli. The operating point of each detector per dataset is determined by setting the detector output threshold value to a point that maximizes the F1-score \( \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \). This point determines an operating point that balances precision and recall trade-offs equally. Accordingly, the thresholds for each detector are denoted as \( \theta_d \) where \( d \in \{ \text{RCNN, DeepPed, LDCF, ACF, DPM, HOG-SVM} \} \) (see values for PETS-S2L1 in Table A.1 of [49]). The exact precision-recall obtained for all the datasets using these thresholds are shown in Table [III]. This table helps highlight each detector’s
performance on the different datasets. It will later be used as a basis to compare performance with detector alone and with tracker incorporated. LDCF records the highest recall and precision in three and six of these datasets respectively. RCNN and DPM demonstrate the highest recall in the remaining four datasets. HOG-SVM and DeepPed show the worst recall rates. All in all, CAVIAR-OneShop and ETH-Jelmoli prove to be very difficult leading to very low recall rates (57% and 56% best case scenarios respectively).

C. Implementation details

Several implementation choices and experimental setups are discussed below. To tune the different free parameters related to the detectors and trackers (e.g., detector thresholds, number of particles, etc), a tuning dataset is used. For each evaluation dataset, a separate public dataset acquired in the same setting is used for tuning. For both CAVIAR datasets, the CAVIAR-WalkByShop [50] is used for tuning; for PETS-S2L1, the corresponding PETS-S1L1 [51] dataset is used. The parameters used for all the three ETH datasets are tuned based on the ETH-Crossing [53] dataset. Finally, for TUD-Crossing, TUD-Campus [52] is used. The parameters for SORT, Hierarchy, and MDP are either tuned or trained based on the approach outlined in their original publications using the corresponding tuning datasets (please refer to [10], [9], [11], respectively for details). For DPF and RJMCMC, the tuning strategy is discussed below. The tuned parameters based on the PETS-S1L1 dataset for DPF and RJMCMC are shown in Table A.1 of the supplemental material [49]. Every experiment, tuning, and final evaluation, related to DPF and RJMCMC, is always averaged over ten runs to account for the stochastic nature of these filters and obtain meaningful statistics.

1) Detectors: The detectors used in the experiments are based on publicly available open source implementations: RCNN based on Girshick et al. [15] Python implementation; DeepPed based on Tome et al. [16] Matlab implementation; LDCF and ACF, based on Dollar’s Matlab toolbox [54]; DPM based on the Matlab implementation released by Girshick et al. [55]; and the HOG-SVM detector based on OpenCV [56], the open source computer vision library, with slight modifications to provide continuous detection scores (the original provided only binary output).

The covariance matrix associated with each detector output (used for particle sampling, see Sec. V-A(b)) is determined using the tuning datasets. The output of each detector, position and scale, is compared with the ground truth to define an error term for each detection-ground truth pair. Then the standard deviations of these samples are determined to compose the covariance matrices $\Sigma$ (with diagonal components only) of the detector specific proposal distributions.

2) Trackers: The two particle based trackers, DPF and RJMCMC, are our implementations (in C++). For the Tracker Hierarchy, we use the original C++ implementation from [9]. For SORT [10] and MDP [11], the Python and Matlab implementations provided by the authors, respectively, are used. The parameters of target dynamic model, random walk covariance matrix $\Sigma_{dyn}$, for DPF and RJMCMC are determined using the tuning datasets. Displacements of the targets in $x,y$, and $s$ between consecutive frames are cached using the ground truth annotations. The variance of each variable is determined from this data and set as the diagonal elements of the covariance matrix. Sample values obtained based on PETS-S1L1 and ETH-Crossing are listed in Tables A.1 and A.2 in [49], respectively. There are more pronounced horizontal target displacements than vertical.

a) DPF: The sampling proposal distribution weights, Bhattacharyya coefficient scale, color histogram update rate, maximum number of templates, and track birth and death controllers are set to the values indicated in Tables A.1 and A.2 [49] based on observation from several works in the literature [9], [1], [1]. To determine the number of particles $N$ to use, several runs are performed, on the tuning dataset, varying the number of particles and detector used. Then $N$ is set to value that gives better accuracy averaged across the different used detectors.

b) RJMCMC: For the RJMCMC tracker variants, the two most important parameters to tune are the number of effective particles $M$ to use and the move proposal distribution $q_m$. The other parameters – dynamics of the targets, detector covariance matrix, and appearance model related parameters – remain the same as in DPF. To determine $M$, the tuning dataset is evaluated varying the number of particles used. This is done for each detector type. $M$ is then set to a value that gives the maximum average MOTA.

Determining good values to use for RJMCMC’s move proposal distribution $q_m$ is very important and at the same time difficult. $q_m$ is a vector composed of six continuous values corresponding to each move considered (add, delete, remove, stay, update, and swap). All these values should sum to one. Since exhaustive search is infeasible (continuous parameters and infinite possible combinations), we select a total of 14 intuitively selected combinations and construct the set $\{q_{m,k}\}_{k=1}^{14}$ (after preliminary visual inspection). If we denote the average MOTA obtained when using $q_{m,k}$ as $\text{MOTA}_{q_{m,k}}$, then, the move proposal distribution to use is selected as the one that has the maximum MOTA score:

$$q_m = \arg\max_{q_{m,k}} \{\text{MOTA}_{q_{m,k}}\}$$

(12)

Evidently, the MOTP does not vary a lot and stays more or...
less constant over a detector.

The actual values of the selected move proposal distributions are shown in Table A.1 [49] for PETS-S1L1 and Table A.2 [49] for ETH-Crossing.

3) Computation Time: The main objective of this paper is a systematic tracking-by-detection accuracy and precision performance evaluation to highlight detector and tracker choice trade-offs. Depending on the choice of detector and tracker, the frame rate of the complete tracking-by-detection algorithm varies. As the detectors and trackers selected for evaluation are implemented in heterogeneous programming languages, e.g., Python, Matlab, and C++, and heterogeneous processors, CPU and GPU, it is impossible to determine a fair comparison. Nevertheless, we provide observed frame rates during experimental evaluation here as a guide: For the detectors, HOG-SVM (~3.8 fps), DPM (~0.48 fps), ACF (~23.4 fps), LDCF (~5.4 fps), DeepPed (~2 fps), and RCNN (~4.7 fps); and for the trackers, DPF (~8.2 fps), RJMCMC (~1 fps), SORT (~220 fps), Hierarchy (~7.5 fps), and MDP (~1.1 fps). These frame rates are obtained on ETH-Bahnhof dataset. Since the detection and tracking computations are decoupled, the overall detection-by-tracking algorithm frame rate reflects the contributions of both. For example, SORT-LDCF has ~5.2 fps, and RJMCMC-DPM has ~0.3 fps. These results are obtained on a PC with Intel Core i7-2720QM CPU, 8 GB of RAM, and NVIDIA Quadro 1000M GPU.

D. Results

Each detector-tracker combination is evaluated on the seven described public datasets using the parameter settings described in the previous section. Evaluation results are reported based on the MOTA and MOTP metrics (for both metrics higher means better). More importantly an overlap threshold $s_o = 0.5$ is used, according to established evaluation protocol [8], [58]. Several summarized tables that highlight specific attributes are presented. They are categorized to make specific comparisons easy. The categories try to answer the following questions:

- Which detector and tracker combination performs best?
- How do the performances of different detectors and trackers compare?
- Can we identify any trends or patterns in the performance data?
Q1 - Which tracking-by-detection combination does better?
Q2 - Which tracker, irrespective of utilized detector, performs better?
Q3 - Which detector, irrespective of utilized tracker, performs better?
Q4 - How do the different tracking-by-detection methods perform on mobile and static camera datasets (different contexts)?

1) Tracking-by-Detection Overall Assessment: To determine the overall performance of each tracking-by-detection approach (detector-tracker combinations), results of experimental runs averaged over each dataset are presented. Tables V and VI present the average MOTA and MOTP results. In four out of the seven datasets, the SORT tracker shows the best tracking accuracy – in three combined with LDCF (SORT-LDCF) and in one combined with RCNN (SORT-RCNN). Similarly, MDP records the best tracking accuracy in remaining three datasets, combined with LDCF in two and with RCNN on the third one. With the exception of Hierarchy-RCNN, that achieves the second best accuracy on one dataset, the rest of the best and second best accuracy results are obtained with SORT and MDP trackers. Overall, on average, SORT-LDCF shows the best tracking accuracy of 62.8% across all the datasets followed by MDP-RCNN with 59.6%. A very important observation to make is that the best and worst average tracking accuracies across all datasets are obtained when combining LDCF with SORT and Hierarchy trackers, respectively. Compared to the rest, Hierarchy is much more sensitive to the detector choice.

Looking at average tracker precision, Table VII the SORT tracker exhibits the best tracking precision on five of the seven datasets. SORT-ACF results in the best average precision of 77.8% across all datasets. This is seconded by SORT-DPM at 77.4%. The worst precision is obtained when using RJMCMC-HOG-SVM at 58.1%.

2) Tracker Assessment: To analyze which tracker irrespective of used detector performs better, Table VII presents MOTA and MOTP results of each tracker family, averaged across all detectors per dataset. The results indicate that the MDP tracker achieves a better average MOTA in four of the datasets. In the other three, SORT gives the best average result. Overall, when averaged across the different datasets, MDP achieves a 47.4% average MOTA followed by SORT with 46.9%. Similarly, in precision, MDP leads to better results in five of the datasets followed by SORT in the remaining three. Irrespective of the detector choice, MDP manifests better filtering capabilities (higher $F_\text{p}$ and lower $F_\text{r}$) and better target localization. This is observed in the overall average results too. In terms of average tracking accuracy, the trackers can be ranked as follows: MDP, SORT, DPF, RJMCMC, and Hierarchy.

3) Detector Assessment: Table VIII presents average tracking accuracies per detector (averaged across the five trackers). For ease of comparison, each detector’s Recall/Precision (R/P) is also shown for each dataset. In three of the seven datasets, LDCF leads to best tracking accuracy results. DPM achieves best results on two datasets, and RCNN and ACF on single datasets each. Even though LDCF has the highest recall on four of the datasets, it is edged out by DPM which has the highest recall only on two datasets. When averaged across all datasets, DPM achieves an average MOTA of 42.1%. It is seconded by ACF which achieves 37.0%; LDCF ranks third with 36.8%. The worst result is demonstrated by HOG-SVM with an average MOTA of 18.0%. In terms of repeatability, DPM results in the lowest MOTA standard deviation across the different datasets and trackers. Based on average MOTA, detector ranking follows DPM, ACF, LDCF, RCNN, DeepPed, and HOG-SVM.

4) Performance on Mobile vs Static Camera Datasets: Table IX presents MOTA and MOTP results averaged over the static (fixed) camera and mobile camera based datasets. The best tracking accuracy on static and mobile camera datasets are achieved by MDP-RCNN and SORT-LDCF, respectively. On the other hand, the second best results are obtained by SORT-LDCF and MDP-LDCF on static and mobile datasets, respectively. On average, the best static camera tracking accuracy is 7.8% higher than the mobile one. The best tracking precision on static datasets is obtained by both SORT and MDP combined with the DPM detector. On mobile datasets, it is achieved by SORT-LDCF. The best and worst detector choices for DPF, RJMCMC, Hierarchy, SORT, and MDP result in tracking accuracy margins of 12.5%, 38.0%, 58.1%, 39.2%, and 29.3% on static datasets, respectively. This becomes 33.1%, 62.4%, 70.3%, 41.9%, and 29.6% on mobile datasets, respectively. These are steep differences even though the highest difference in detector recall and precision is < 15%.

VII. DISCUSSIONS AND GUIDELINES
We stir the discussion based on the questions, $Q_1$ - $Q_4$, raised in Sec. VI-D. The results presented in Tables V - IX provide very rich insights into the performance of the different detector-tracker combinations on different datasets/contexts. Undoubtedly, the performance of each tracking-by-detection approach is significantly influenced by the detector and tracker choices.

Consider the overall performance of tracking-by-detection approaches on each dataset (i.e., $Q_1$ and results in Tables V and VI). On the two CAVIAR datasets (EnterExit and OneShop), there is significant average tracker accuracy difference because of detector choice. This is with a maximum of six targets and slight illumination variation due to shadows from the indoor vertical columns. The overall performance on CAVIAR-OneShop is very low due to the low detector recall and precision. In these two datasets, since the background environment does not change, any false positive occurrence is likely to recur exacerbating the overall performance. The PETS-S2L1, on the other hand, is an easier dataset even though there are several occlusions and target interactions. The background clutter is minimal and as a result of the mount position of the camera, the corresponding target displacement on the image plane is small. Consequently, the maximum tracking accuracy is reported on this dataset. The fourth dataset, TUD-Crossing, exhibits a significant inter-target occlusion (targets crossing on a zebra cross). MDP and SORT based trackers obtain the best tracking accuracies while Hierarchy based trackers do the worst. The three ETH datasets – ETH-Bahnhof, ETH-Sunnyday, ETH-Jelmoli – all have similar characteristics.
TABLE V: Tracking-by-detection average accuracy (MOTA↑/μ/σ) on the public datasets. The best and second best results, on each dataset, are highlighted.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>RCNN</th>
<th>DeepPed</th>
<th>LDCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOTP</td>
<td>R/P</td>
<td></td>
<td>R/P</td>
</tr>
<tr>
<td>CAVIAR-EnterExit</td>
<td>0.775/0.025</td>
<td>0.775/0.025</td>
<td>0.775/0.025</td>
</tr>
<tr>
<td>CAVIAR-OneShop</td>
<td>0.708/0.025 53.7/19.3</td>
<td>0.708/0.025 53.7/19.3</td>
<td>0.708/0.025 53.7/19.3</td>
</tr>
<tr>
<td>PETS-S2L1</td>
<td>0.698/0.025 53.7/19.3</td>
<td>0.698/0.025 53.7/19.3</td>
<td>0.698/0.025 53.7/19.3</td>
</tr>
<tr>
<td>TUD-Crossing</td>
<td>0.702/0.025 53.7/19.3</td>
<td>0.702/0.025 53.7/19.3</td>
<td>0.702/0.025 53.7/19.3</td>
</tr>
<tr>
<td>ETH-Bahnhof</td>
<td>0.706/0.025 53.7/19.3</td>
<td>0.706/0.025 53.7/19.3</td>
<td>0.706/0.025 53.7/19.3</td>
</tr>
<tr>
<td>ETH-Jelmoli</td>
<td>0.700/0.025 53.7/19.3</td>
<td>0.700/0.025 53.7/19.3</td>
<td>0.700/0.025 53.7/19.3</td>
</tr>
<tr>
<td>ETH-Sunnday</td>
<td>0.704/0.025 53.7/19.3</td>
<td>0.704/0.025 53.7/19.3</td>
<td>0.704/0.025 53.7/19.3</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>0.702/0.025 53.7/19.3</td>
<td>0.702/0.025 53.7/19.3</td>
<td>0.702/0.025 53.7/19.3</td>
</tr>
</tbody>
</table>

TABLE VI: Tracking-by-detection average precision (MOTP↑/μ/σ) on the public datasets. The best and second best results are highlighted.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>RCNN</th>
<th>DeepPed</th>
<th>LDCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOTP</td>
<td>R/P</td>
<td></td>
<td>R/P</td>
</tr>
<tr>
<td>CAVIAR-EnterExit</td>
<td>0.775/0.025</td>
<td>0.775/0.025</td>
<td>0.775/0.025</td>
</tr>
<tr>
<td>CAVIAR-OneShop</td>
<td>0.708/0.025 53.7/19.3</td>
<td>0.708/0.025 53.7/19.3</td>
<td>0.708/0.025 53.7/19.3</td>
</tr>
<tr>
<td>PETS-S2L1</td>
<td>0.698/0.025 53.7/19.3</td>
<td>0.698/0.025 53.7/19.3</td>
<td>0.698/0.025 53.7/19.3</td>
</tr>
<tr>
<td>TUD-Crossing</td>
<td>0.702/0.025 53.7/19.3</td>
<td>0.702/0.025 53.7/19.3</td>
<td>0.702/0.025 53.7/19.3</td>
</tr>
<tr>
<td>ETH-Bahnhof</td>
<td>0.706/0.025 53.7/19.3</td>
<td>0.706/0.025 53.7/19.3</td>
<td>0.706/0.025 53.7/19.3</td>
</tr>
<tr>
<td>ETH-Jelmoli</td>
<td>0.700/0.025 53.7/19.3</td>
<td>0.700/0.025 53.7/19.3</td>
<td>0.700/0.025 53.7/19.3</td>
</tr>
<tr>
<td>ETH-Sunnday</td>
<td>0.704/0.025 53.7/19.3</td>
<td>0.704/0.025 53.7/19.3</td>
<td>0.704/0.025 53.7/19.3</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>0.702/0.025 53.7/19.3</td>
<td>0.702/0.025 53.7/19.3</td>
<td>0.702/0.025 53.7/19.3</td>
</tr>
</tbody>
</table>

TABLE VII: Tracker performance comparison, reported as μ/σ, on each dataset across the different detectors. The best and second best MOTP and MOT A results are indicated.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>RCNN</th>
<th>DeepPed</th>
<th>LDCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOTP</td>
<td>R/P</td>
<td></td>
<td>R/P</td>
</tr>
<tr>
<td>CAVIAR-EnterExit</td>
<td>0.745/0.025</td>
<td>0.745/0.025</td>
<td>0.745/0.025</td>
</tr>
<tr>
<td>CAVIAR-OneShop</td>
<td>0.720/0.025 53.7/19.3</td>
<td>0.720/0.025 53.7/19.3</td>
<td>0.720/0.025 53.7/19.3</td>
</tr>
<tr>
<td>PETS-S2L1</td>
<td>0.571/0.025 53.7/19.3</td>
<td>0.571/0.025 53.7/19.3</td>
<td>0.571/0.025 53.7/19.3</td>
</tr>
<tr>
<td>TUD-Crossing</td>
<td>0.572/0.025 53.7/19.3</td>
<td>0.572/0.025 53.7/19.3</td>
<td>0.572/0.025 53.7/19.3</td>
</tr>
<tr>
<td>ETH-Bahnhof</td>
<td>0.574/0.025 53.7/19.3</td>
<td>0.574/0.025 53.7/19.3</td>
<td>0.574/0.025 53.7/19.3</td>
</tr>
<tr>
<td>ETH-Jelmoli</td>
<td>0.576/0.025 53.7/19.3</td>
<td>0.576/0.025 53.7/19.3</td>
<td>0.576/0.025 53.7/19.3</td>
</tr>
<tr>
<td>ETH-Sunnday</td>
<td>0.571/0.025 53.7/19.3</td>
<td>0.571/0.025 53.7/19.3</td>
<td>0.571/0.025 53.7/19.3</td>
</tr>
<tr>
<td><strong>Overall Average</strong></td>
<td>0.572/0.025 53.7/19.3</td>
<td>0.572/0.025 53.7/19.3</td>
<td>0.572/0.025 53.7/19.3</td>
</tr>
</tbody>
</table>

TABLE VIII: Tracking results per detector on the public datasets averaged across the different trackers (DPF, RJMCMC, Hierarchy, SORT, and MDP). MOT A is tabulated as μ/σ, R/P stands for the detector Recall/Precision. The best and second best Recall, Precision, and MOT A are highlighted.
Our results indicate better tracking accuracies are obtained when using DPM and LDCF detectors. Additionally, DPM is the least sensitive to the choice of the tracker (see its standard deviation). LDCF is more sensitive to the choice of the associated tracker (see Table III) – it leads to the best tracking accuracy only when paired with the right trackers, i.e., SORT or MDP.

Looking at the performance of tracking-by-detection approaches on static and mobile datasets/contexts, i.e., Q1, it is evident that the performance varies depending on the dataset/context (Table IX). Generally, a better average tracking accuracy is observed when dealing with fixed or static cameras than mobile ones. This is intuitive as the combined camera and target motion poses more challenge for trackers. In both static and mobile camera datasets, SORT and MDP, on average, stand out as the best trackers. DPM and LDCF detectors, on average, result in the best tracking accuracies on static and mobile camera datasets, respectively. Looking at individual tracking-by-detection approaches, on static datasets, MDP-RCNN and SORT-LDCF result in the best and second best tracking accuracies. On mobile datasets, this becomes SORT-LDCF and MDP-LDCF, respectively. As highlighted in the results section, the chosen detector type has more impact on tracking accuracy on mobile datasets than on static datasets. Even though the best performing trackers are MDP and SORT, DPF shows the least variability across the different detectors. It is more resilient to the detector choice. This is seconded by SORT.

The above discussions focus on tracking accuracy as this is the metric most affected by detector choice. The tracker precision shows less variation. If we look at the trackers, when averaged over all datasets and detectors, on average there is an 11% difference between the best (MDP) and worst (RJMCMC) tracking precision results. The results also show small standard deviations, indicating less variability across datasets and detectors.

On these datasets, SORT-LDCF and MDP-LDCF result in the best tracking accuracies. From the obtained results, it can be argued that no one tracking-by-detection approach exhibits the best performance on all datasets. Depending on the nature of the dataset, a prudent detector or tracker selection leads to better results.

Looking into which tracker, irrespective of the utilized detector, performs better (Cf. Q2), the tracker choice evidently affects the performance of a given tracking-by-detection algorithm. This can easily be corroborated by looking at Table VII. Overall, based on average MOTAT and MOTAT, MDP stands out as the best tracker, irrespective of detector choice and context. It is followed by SORT and then DPF. This ranking is in line with the public results reported in the MOT-Challenge website [8]. In short, if one needs a good generic tracker, i.e., reliable whatever the context, MDP must be privileged. But if one wants a tracker that is not very sensitive to the choice of the detector, then it is necessary to privilege DPF (Cf. low σ of .170 detector and dataset variations).

Like the tracker, the detector choice is very important (i.e., Q3). Even a small difference in detector recall rate can lead to a significant difference in tracking accuracy. For example, on TUD-Crossing, the best tracking accuracy is obtained with MDP-LDCF (76.3%) and second best with MDP-ACF (73%) – a 3.3% difference in accuracy even though there is only a 1% difference in recall between the two detectors (with the same precision). Based on Table VIII we see that surprisingly the DPM detector results in the best average (across datasets and trackers) tracking accuracy. The worst accuracies for all the trackers, mostly due to the high number of id switches, are obtained when using HOG-SVM. Even though LDCF exhibits the best average recall and precision on the datasets, DPM exhibits a 5.3% average tracking accuracy improvement over it. Hence, a better detector in detector benchmarking does not directly imply a better tracking accuracy. Depending on where and when false positives and missed detections occur, and the number and dynamics of targets in the dataset, trackers can either improve detector performance (temporally linking targets and thus filling in missed detections) or deteriorate it.

HOG-SVM on average has a tracking accuracy that is less than all the other detectors. Given that most state-of-the-art works report based on HOG-SVM like detectors [9, 11], it is possible to significantly improve those results by using any of the other detectors. The results also highlight that deep learning based detectors like RCNN and DeepPed, which are quite powerful and amongst the best detectors in the state-of-art in detection benchmarks [15], do not necessarily result in the best performance when coupled with trackers. Our results indicate better tracking accuracies are obtained when using DPM and LDCF detectors. Additionally, DPM is the least sensitive to the choice of the tracker (see its standard deviation). LDCF is more sensitive to the choice of the associated tracker (see Table III) – it leads to the best tracking accuracy only when paired with the right trackers, i.e., SORT or MDP.

Looking at the performance of tracking-by-detection approaches on static and mobile datasets/contexts, i.e., Q1, it is evident that the performance varies depending on the dataset/context (Table IX). Generally, a better average tracking accuracy is observed when dealing with fixed or static cameras than mobile ones. This is intuitive as the combined camera and target motion poses more challenge for trackers. In both static and mobile camera datasets, SORT and MDP, on average, stand out as the best trackers. DPM and LDCF detectors, on average, result in the best tracking accuracies on static and mobile camera datasets, respectively. Looking at individual tracking-by-detection approaches, on static datasets, MDP-RCNN and SORT-LDCF result in the best and second best tracking accuracies. On mobile datasets, this becomes SORT-LDCF and MDP-LDCF, respectively. As highlighted in the results section, the chosen detector type has more impact on tracking accuracy on mobile datasets than on static datasets. Even though the best performing trackers are MDP and SORT, DPF shows the least variability across the different detectors. It is more resilient to the detector choice. This is seconded by SORT.

The above discussions focus on tracking accuracy as this is the metric most affected by detector choice. The tracker precision shows less variation. If we look at the trackers, when averaged over all datasets and all detectors, on average there is an 11% difference between the best (MDP) and worst (RJMCMC) tracking precision results. The results also show small standard deviations, indicating less variability across datasets and detectors. If we look at the detectors, when averaged over all datasets and trackers, there is only a 9.7% and 8.1% average tracking precision loss between the best and worst detectors on static and mobile datasets respectively. On static datasets, the best precision is obtained when using DPM
and worst when using DeepPed, on mobile datasets they are ACF and DeepPed for best and worst.

Based on the results and the above highlighted discussions, it is possible to outline the following important observations and corresponding guidelines.

- MDP and SORT prove to be the best trackers (tracking performance and repeatability) on the seven datasets (Cf. Q1 and Q2). But, on the other hand, the ranking of the detectors is less clear and distributed over the different detectors: LDCF on three, DPM on two, and RCNN and ACF each on one datasets. Hence, detector choice should be made more carefully specific to the application context.

- The stochastic trackers (DPF and RJMCMC) inherently give less repeatable performance (Cf. Q3). If there is a strong need for repeatability, privilege non-stochastic trackers.

- As demonstrated, and corroborated in the literature, e.g., [8], SORT shows very good performance on our evaluation datasets. This indicates a tracker with simple formulation can be sufficient for different application contexts. Hence, more investigation efforts should be put on the development of a detector adapted to the application context.

- Our experimental results demonstrate that a 1% difference in detector recall could lead to as much as a 10% drop in MOTA (Table VIII). Hence, the detector plays a key role in the global performance and more attention should be devoted to it.

- Some of the detectors, i.e., LDCF and DPM, are more resilient to the tracker choice (Cf. Q4). If there is no control over the choice of a tracker, privilege these detectors.

- LDCF and DPM detector coupled with either SORT or MDP are more robust to the diversity and variability of treated datasets. Hence, privilege these detectors and trackers for a generic tracking-by-detection application, without any a-priori information about the nature of the scene.

- Tracking-by-detection performance on mobile datasets is inferior to the ones on static datasets. This is due to the lower R/P detector performance (Cf. Q4) and coupled camera and targets’ motions. The detector choice has more impact on tracking accuracy on mobile datasets than on static datasets. Hence, extra efforts should be taken to obtain better tracking results on mobile datasets, for example, by carefully selecting/tuning detectors for the application, and providing compensation for camera motion during tracking.

- As discussed, tracking accuracy (MOTA) is a more relevant metric than tracking precision (MOTP). This is also iterated in the literature [8]. Additionally, our evaluations highlight the key role of detector in tracking-by-detection. Since detectors are characterized by Recall/Precision (R/P), these metrics can also be considered as tracking-by-detection performance indicators and more importantly should be used during tracking-by-detection system prototyping.

- Our evaluation on these diverse set of datasets demonstrate Deep Learning (DL) based detectors under-perform when coupled with trackers. This is due to the inferior recall (missed targets) and precision (higher false positives), compared to LDCF and DPM, on most of our evaluation datasets – they are less generic. Hence, even though DL detectors are powerful, the need for application specific training that entails (i) a large training dataset (tedious learning), and (ii) often dedicated hardware (GPU), makes them less appealing choices for tracking-by-detection. The hardware requirements induce specific, cumbersome, and expensive GPU architectures. This limits drastically their use for embedded applications.

VIII. CONCLUSIONS

In this work, we have presented several tracking-by-detection comparative evaluations using a combination of five selected trackers and six detectors on seven public datasets. Our objective is not to develop a tracking-by-detection approach with the best absolute performance, but rather, to study (in terms of relative performances) the influence detector and tracker choices have on overall tracking performance. The results show that the overall performance depends on how challenging the dataset is, the performance of the detector on the specific dataset, and the tracker-detector combination. Some trackers are more sensitive to the choice of detector and, reciprocating this, some detectors are also more sensitive to the choice of a tracker than others. The choice of the exact detector to use in tracking-by-detection should be carefully investigated, and if possible verified on a validation set before plugging into a tracker – state-of-the-art detector does not necessary lead to better tracking performance in all contexts. Careful evaluation needs to be further underscored given the recent advances in machine learning that are resulting in improved and very dynamic detection algorithms by the year.
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