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High-gain dead-zone observers for linear and nonlinear plants

M. Cocetti, S. Tarbouriech, L. Zaccarian

Abstract
We propose an adaptive dead-zone mechanism to robustify observers against high-frequency noise. The construction applies to Luenberger observers and high-gain observers for plants in strict feedback form. The dead-zone improves performances by trimming a portion of the output injection term and trapping the high frequency noise in the dead band. We show that the observer gain and the adaptation parameters can be obtained by solving a linear matrix inequality, whose feasibility only requires detectability of the plant. The parameters obtained through this optimization ensure (in the absence of noise) global exponential stability of the estimation error dynamics, and input-to-state stability (ISS) from the measurement noise to the estimation error.

Index Terms
Observers for Linear systems, Adaptive systems, Filtering, LMIs, Lyapunov methods.

I. INTRODUCTION

ROBUSTLY reconstructing the state of a plant from input-output measurements is one of the most fundamental problems in control theory. The first milestone has been obtained by David Luenberger in [1] and [2], where the problem of state estimation for linear plants has been solved by means of a dynamic filter, today called Luenberger observer. The need for robust observation laws motivated nonlinear extensions of the linear loop transfer recovery approach [3] leading to high-gain solutions that appeared in the early nineties [4], [5], and later became popular tools solving nonlinear control problems ranging from output stabilization to tracking and regulation. This great impact was also possible thanks to the output stabilization techniques developed in [6] and to the semiglobal separation principle obtained in [7], [8]. These results allow designing feedback laws as if the state were available and then use an estimate provided by a sufficiently fast observer. The prices to pay for this flexibility are essentially twofold: first, peaking phenomena, and second high sensitivity to measurements noise. The latter was already well known in the framework of linear observers [9] and entails the classical trade-off between bandwidth and noise rejection.

Despite this high sensitivity, high-gain observers are ISS from the measurement noise to the estimation error [10], [11], [12]. To reduce peaking and noise sensitivity, observation schemes with improved rejection may comprise a bank of different observers (a multi-observer) as in [13], where each observer has a different sensitivity to noise and convergence speed. Then, a supervisor chooses which observer is providing the best estimate at any given time. See also [14] where robustness with respect to an uncertain plant is studied (each observer is designed for a different value of the uncertain parameter). Alternatively, one may use an aggressive observer gain for transient estimation and a more relaxed one for steady-state performance [15]. However, there are many design challenges in using this approach, e.g., it is hard to properly select the switching time/mechanism (like trigger or threshold based mechanism) and the intrinsic discontinuous behavior of the observer is dangerous when combined with phenomena as peaking. A similar, but simpler, approach has been also proposed in [16] where a piecewise linear gain function is used. The limiting case of arbitrarily fast switching among different observers or different gains can be thought of as continuous adaptation, as in [17], [18], [19], where the observer gain is dynamically adapted according to the difference $(\dot{y} - y)$.

Nonlinear, time-varying or adaptive output injection/correction terms can also be considered, as in [20], [21], [22], to obtain superior performance or to deal with nonlinear plants that do not have special normal forms or do not satisfy Lipschitz-like conditions. Finally, recently the so-called low-power approach has been proposed [23], [24], which increases the dimension of the observer state but reduces the sensitivity to noise and the peaking phenomena.

In this work we propose here to apply an artificial dead-zone to the output injection term $(\dot{y} - y)$. The resulting “dead-zonated” observer better rejects high-frequency noise by cutting the part of it falling inside the dead-band. The dead-band amplitude is dynamically adapted according to the noise level, providing another useful information.

The dead-zone has a destabilizing effect on the estimation error dynamics, indeed in a ball around the zero estimation error the observer runs in open loop. However if the adaptation mechanism is carefully designed, the dead-zone rapidly converges to the identity function and in the absence of noise retrieves the classical output injection term $(\dot{y} - y)$. We show here that...
both the synthesis of the observer gain and of the adaptation mechanism can be cast as Linear Matrix Inequality (LMI), whose feasibility only requires detectability of the plant.

The use of the dead-zone is motivated by results developed for linear systems subject to sector bounded nonlinearities, such as global and local sector conditions [25], [26]. These tools have been extensively used in combination with LMIs in the context of anti-windup design, but rarely employed for observers, even if there are a few remarkable exceptions [27], [28], [22]. Our solution is indeed somewhat inspired by [28], where similar adaptations are adopted to preserve stability in the presence of a saturated (rather than dead-zonated) output injection term, geared towards efficiently dealing with measurement outliers.

A preliminary version of this work has been presented in [29]. The new contributions are threefold. First, we show that the convergence rate for dead-zone observer is exponential and not only asymptotic. Second, the dead-zone adaptation mechanism is now decentralized, in the sense that each channel of the output injection term can have a different dead-zone amplitude. This new property may be very useful if one channel is noisier than the other. Third, we show that the proposed dead-zone output injection can be successfully applied also to nonlinear high-gain observers designed for plants in strict feedback form.

The paper is organized as follows. Section II formulates the problem for Linear Time Invariant (LTI) plants. Section III contains the main result showing Global Exponential Stability (GES) of the error dynamics in the absence of noise and Input to State Stability (ISS) in the presence of measurement noise. Section IV presents extensions of the dead-zone construction to nonlinear high-gain observers designed for plants in strict feedback form.
The idea behind observer (3) is that the dead-zone provides a zero output correction term around \((\hat{y} - y) = 0\) so that high frequency noise is filtered out. However, the dead-zone also has a destabilizing effect on the error dynamics so that a fast enough adaptation of \(\sigma\) is necessary to ensure convergence to zero. Indeed, for a fixed dead-zone amplitude \(\sqrt{\sigma}\), signals \(\hat{y}\) and \(y\) which are close enough would never synchronize. The adaptive mechanism (5) is designed to weigh two antagonistic effects: first, the “adaptation speed” selected by \(\Lambda\), and second, the “filtering action” tuned by \(R_1, \ldots, R_p\). Intuitively speaking, selecting \(\Lambda\) large enough, and \(R_1, \ldots, R_p\) sufficiently small we can recover a classical Luenberger observer. On the other hand, setting \(\Lambda\) small and \(R_1, \ldots, R_p\) large we slow down the convergence rate while increasing the filtering capability.

Remark 1: The initial condition \(\sigma(0)\) for (5) can be taken small or zero if we expect measurement with a low noise level. On the contrary, if large amplitude noise is expected, then larger values of \(\sigma(0)\) may lead to improved transient responses.

### III. MAIN RESULTS

In this section we prove a few good properties for the dead-zone observers in (3). We show that for a detectable plant, the parameters \(\Lambda\) and \(R_i\), can always be designed to obtain GES of the error dynamics in the absence of measurement noise, and ISS from the measurement noise to the estimation error.

#### A. Global Exponential Stability (GES)

Given (3) and the adaptation law (5) we cast the synthesis of the parameters \(L, \Lambda, R_1, \ldots, R_p\) as an LMI problem. In the absence of noise, this tuning procedure ensures GES of the estimation error dynamics and of the adaptive dynamics \(\sigma\). To this end, define the estimation error as \(e = \hat{x} - x\) and the vector-valued saturation function as \(\text{sat}_{\sqrt{\sigma}}(y) := y - dz\sqrt{\sigma}(y)\), where the vector-valued dead-zone is defined in (4). Then, after few manipulations, we obtain the following representation for the error arising from (3), (5),

\[
\dot{e} = (A + LC)e - L\sigma + \left[ (Ce - v)^T R_1(Ce - v) \right],
\]

\[
\dot{\sigma} = -\Lambda \sigma + \left[ (Ce - v)^T R_i(Ce - v) \right], \quad \sigma \in \mathbb{R}^p_{\geq 0}.
\]

Equation (6) represents the error dynamics of a classical Luenberger observer plus a perturbation term whose amplitude is ruled by \(\sqrt{\sigma}\). What follows is the main result of this paper for the LTI case, namely for the class of systems (2).

**Theorem 1:** Consider the following LMI in the optimization variables \(P \in \text{Sym}^n_{>0}, X \in \mathbb{R}^{n \times p}, \Lambda \in \text{Diag}^p_{>0}, R \in \text{Sym}^p_{\geq 0}, U \in \text{Diag}^p_{\geq 0},\)

\[
\text{He} \left[ \begin{array}{cc}
P A + X C + C^T R C & -X \\ UC & -U - \Lambda \end{array} \right] < 0.
\]

Any feasible solution to (7), together with the choice

\[
L := P^{-1} X, \quad R := \sum_{j=1}^p R_j,
\]

makes (6) globally exponentially stable to the origin for \(v = 0\) and ISS from \(v\) to \((e, \sqrt{\sigma})\).

Remark 2: The adaptation law in (5) allows for a completely decentralized form where the amplitude of each dead-zone is adapted independently. This can be done by solving (7) for a diagonal \(R\) and then associating each diagonal element \(r_{ii}\) to the corresponding \(\sigma_i\) dynamics. The resulting adaptation law yields \(\dot{\sigma}_i = -\lambda_i \sigma_i + r_{ii}(\hat{y}_i - y_i)^2\).

**Proof.** Strict negativity of (7) implies that there exists a sufficiently small \(c_0 \in \mathbb{R}_{>0}\) such that

\[
H := \text{He} \left[ \begin{array}{cc}
P A + X C + C^T R C & -X \\ UC & -(c_0 - 1)\Lambda - U \end{array} \right] < -2c_0 I
\]

Then, let us consider the candidate Lyapunov function \(V(e, \sigma) := e^T Pe + 21^T \sigma\), where \(P \in \text{Sym}^n_{>0}\). The function \(V(e, \sigma)\) is positive definite and radially unbounded on \(\mathbb{R}^n \times \mathbb{R}^p_{\geq 0}\) and satisfies the following bounds,

\[
\alpha_1 |(e, \sqrt{\sigma})|^2 \leq V(e, \sigma) \leq \alpha_2 |(e, \sqrt{\sigma})|^2,
\]

where \(\alpha_1 := \min\{\lambda_{\min}(P), 2\}\), and \(\alpha_2 := \max\{\lambda_{\max}(P), 2\}\), so that the Lie derivative along the flow of (6) yields

\[
\dot{V}(e, \sigma) = e^T (A + LC)^T Pe + e^T P(A + LC)e
\]

\[
-2e^T PL\text{sat}_{\sqrt{\sigma}}(Ce - v) - 2e^T L^T Pe - 21^T \Lambda \sigma
\]

\[
+2 \sum_{j=1}^p (Ce - v)^T R_j(Ce - v).
\]
To enforce (strict) negativity of (11) we first consider a global sector condition for cone bounded nonlinearities [25] and then use the fact that the saturation levels are proportional to \( \sqrt{\sigma} \) and thus \( \text{sat}_{\sqrt{\sigma}}(Ce)\text{sat}_{\sqrt{\sigma}}(Ce) \) never exceeds \( 1^T \sigma \). These observations translate into the following inequalities

\[
\begin{align*}
\text{sat}_{\sqrt{\sigma}}(Ce - v)U(Ce - v - \text{sat}_{\sqrt{\sigma}}(Ce - v)) & \geq 0, \\
1^T \Lambda \sigma - \text{sat}_{\sqrt{\sigma}}(Ce - v)A\text{sat}_{\sqrt{\sigma}}(Ce - v) & \geq 0,
\end{align*}
\]

for any matrices \( U \in \text{Diag}_{\geq 0}^p, \Lambda \in \text{Diag}_{\geq 0}^p \). Multiplying (12a) by two and (12b) by \( 2(1 - c_0) \), and adding them to (11), we obtain the following upper-bound, which uses \( X = PL \) and \( R := \sum_{j=1}^p R_j \),

\[
\dot{V}(e, \sigma) \leq \left[ \text{sat}_{\sqrt{\sigma}}(Ce - v) \right]^T H \left[ \text{sat}_{\sqrt{\sigma}}(Ce - v) \right] - 2c_0 1^T \Lambda \sigma - 2v^T \left[ L^T Pe + 2v^T Rv \right] - 4v^T RCe - 2\text{sat}_{\sqrt{\sigma}}(Ce - v)Uv.
\]

To prove GES in the absence of disturbances, let us set \( v = 0 \) and plug (9) into (13) to obtain the following inequality

\[
\dot{V}(e, \sigma) \leq -2c_0 \left| (e, \text{sat}_{\sqrt{\sigma}}(Ce)) \right|^2 - 2c_0 1^T \Lambda \sigma
\]

\[
\leq -2c_1 \left| (e, \sqrt{\sigma}) \right|^2 \leq -\frac{2c_1}{\alpha^2} V(e, \sigma),
\]

where we used the rightmost bound in (10) and \( c_1 := c_0 \min\{1, \lambda_{\min}(\Lambda)\} \). Applying the comparison lemma and using the leftmost bound in (10) we immediately obtain \( \left| (e, \sqrt{\sigma}) \right| \leq \sqrt{\alpha_2/\alpha_1} \exp(-c_1/\alpha_2) \left| (e_0, \sqrt{\sigma_0}) \right| \), which proves global exponential stability for \( (e, \sqrt{\sigma}) \). The exponential bound can then be easily extended to \( (e, \sigma) \), see [28].

To prove the ISS statement, let us define \( c_2 := |R|, c_3 := |PL + 2C^T R|, c_4 := |U| \), so that (13) can be compactly rewritten as

\[
\dot{V}(e, \sigma) \leq -2c_1 \left| (e, \sqrt{\sigma}) \right|^2 + 2c_2 |v|^2
\]

\[
+ 2c_3 |e| |v| + 2c_4 |\sqrt{\sigma}| |v|
\]

\[
\leq -c_1 \left| (e, \sqrt{\sigma}) \right|^2 + c_1^{-1}(2c_1c_2 + c_2 + c_3^2) |v|^2
\]

\[
\leq -c_1 \left| (e, \sqrt{\sigma}) \right|^2 < 0,
\]

which holds for all \( \left| (e, \sqrt{\sigma}) \right|^2 > c_1^{-2}(2c_1c_2 + c_2 + c_3^2) |v|^2 := c_5^2 |v|^2 \) and we conclude that (6) is ISS from \( v \) to \( (e, \sqrt{\sigma}) \) with an ISS gain proportional to \( c_5 \). In (14) we used the Young inequalities \( 2 |e| |v| \leq \frac{c_6}{c_5} |e|^2 + \frac{c_7}{c_5} |v|^2 \) and \( 2 |v| |\sqrt{\sigma}| \leq \frac{c_8}{c_1^2} |\sqrt{\sigma}|^2 + \frac{c_9}{c_1} |v|^2 \).

Theorem 1 ensures exponential convergence of the estimation error in the absence of disturbances, and its boundedness in the presence of bounded disturbances.

This is desirable for nonlinear observers, because in a nonlinear setting diverging solutions may arise with arbitrarily small measurement noise [30]. Moreover the ISS property ensures graceful performance degradation, another desirable property for (6).

**B. Feasibility**

Theorem 1 provides only a sufficient condition to enforce GES, however feasibility of (7) can be exactly characterized.

**Proposition 1:** The LMI (7) is feasible if and only if pair \((C, A)\) is detectable.

**Proof.** Necessity follows from standard detectability results. Indeed, if pair \((C, A)\) is not detectable, no asymptotic observer exists and thus (7) must be infeasible from Theorem 1. To prove sufficiency we use [31, Thm 16.6] to get that detectability of \((C, A)\) implies the existence of a matrix \( P \in \text{Sym}_{>0}^n \) satisfying

\[
A^T P + PA - C^T C < 0.
\]

Consider (7) and select \( X = -3C^T \), \( \Lambda = U = I \) and \( R = I/2 \). Pre/post multiplying by the congruence transformation matrix \([I \ C^T \ 0 \ 0 \ 0 \ 0 \ -4I] \), yields \([A^T P + PA - C^T C \ 0 \ 0 \ -4I] < 0\), which is feasible thanks to (15).

**Remark 3:** Under the detectability assumption, condition (7) is always feasible even when a stabilizing gain \( L \) is a priori fixed. In this case we can think of (3) as a dead-zone augmentation, i.e., an adaptive output injection mechanism enhancing the performance of a pre-designed observer. The LMI in (7) can still be used as a design tool fixing a stabilizing \( L \) (i.e., such that \( (A + LC) \) is Hurwitz) and replacing \( X \) by \( PL \). The arising LMI is always feasible and provides a convenient way to design the adaptation parameters \( \Lambda \) and \( R \).
In this section we extend the dead-zone design to multi-input, single-output nonlinear plant in the following *strict feedback*

form

\[
\begin{aligned}
\dot{x}_1 &= x_2 + f_1(x_1, u) \\
& \vdots \\
\dot{x}_{n-1} &= x_n + f_{n-1}(x_{1\ldots n-1}, u) \\
\dot{x}_n &= f_n(x_{1\ldots n}, u) \\
y &= x_1 + v,
\end{aligned}
\]

where \( x := (x_1, \ldots, x_n) \in \mathbb{R}^n \) is the state, \( u \in \mathbb{R}^m \) is the input, \( y \in \mathbb{R} \) is the output. We use the shorthand notation \( x_{1\ldots i} := (x_1, \ldots, x_i) \in \mathbb{R}^i \) to stress that \( f_i \) depends only on the first \( i \) components of the state vector \( x \). The functions \( f_i \) are assumed to be continuous. Conditions for the existence of a local or global diffeomorphism that maps a generic nonlinear system into the strict feedback form (16) are analyzed in [32, Thm 4.1] and are related to the existence of *uniform full relative degree*. For the sake of compactness we rewrite (16) as follows

\[
\begin{aligned}
\dot{x} &= Ax + f(x, u) \\
y &= Cx + v,
\end{aligned}
\]

where pair \((C, A)\) is in prime form, therefore observable, and \( f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n \) is a continuous vector-valued map obtained stacking the functions \( f_i \) for \( i = 1, \ldots, n \). Following the construction of Section II consider the following high-gain dead-zone observer for (17)

\[
\begin{aligned}
\dot{x} &= A\hat{x} + \hat{f}(\hat{x}, u) + \mathcal{E}^{-1}(\epsilon) L \sigma(\hat{y} - y) \\
\hat{y} &= C\hat{x} \\
\epsilon \dot{\sigma} &= -\Lambda \sigma + R(\hat{y} - y)^2,
\end{aligned}
\]

where \( \hat{x} \in \mathbb{R}^n \) is the estimated state, \( \hat{y} \in \mathbb{R} \) is the estimated output, and \( \hat{f}_i \) are some approximations of functions \( f_i \). The vector \( L \in \mathbb{R}^n \) is the observer gain and matrix \( \mathcal{E}(\epsilon) := \text{diag}(\epsilon, \ldots, \epsilon^n) \in \mathbb{R}^{n \times n} \) contains the powers of the high-gain parameter \( \epsilon \in \mathbb{R}_{(0,1)} \), which is assumed to be small. For the analysis that follows it is convenient to define a re-scaled version of the error coordinates as follows

\[
e = \epsilon^{-1} \mathcal{E}(\epsilon)(\hat{x} - x),
\]

so that combining (18) and (17) the error dynamics results

\[
\begin{aligned}
\epsilon \dot{e} &= (A + LC)e + \mathcal{E}(\epsilon)(\hat{f}(\hat{x}, u) - f(x, u)) \\
& \quad - Lv - L \sigma \sqrt{\sigma}(Ce - v) \\
\epsilon \dot{\sigma} &= -\Lambda \sigma + R(Ce - v)^2.
\end{aligned}
\]

From the upper-triangular structure of \( \hat{f} - f \), we may select \( \epsilon \) sufficiently small to dominate this mismatch and also speed up the observer dynamics. We ensure global convergence of the error by assuming the following [33].

**Assumption 1:** The difference \( \hat{f}_i - f_i \) satisfies globally the Lipschitz-like condition

\[
|\hat{f}_i(x_{1\ldots i}, u) - f_i(x_{1\ldots i}, u)| \leq \mu^0_i + \mu_i \sum_{j=1}^i |\hat{x}_j - x_j|,
\]

for all \( x_{1\ldots i} \in \mathbb{R}^i \) with \( \mu^0_i, \mu_i \) independent of \( u \).

From the structure of (21) and (19), follows that

\[
|\mathcal{E}(\epsilon)(\hat{f}(\hat{x}, u) - f(x, u))| \leq \epsilon \sum_{i=1}^n \epsilon^{i-1}(\mu^0_i + \mu_i) \sum_{j=1}^i \epsilon^{1-j} |e_j| \\
\leq \epsilon \sum_{i=1}^n \epsilon^{i-1} \mu^0_i + \epsilon \sum_{i=1}^n \mu_i |e| \\
\leq \epsilon \mu^0 + \epsilon \mu |e|,
\]

where we defined \( \mu^0 := \sum_{i=1}^n \mu^0_i \) and \( \mu := \sum_{i=1}^n \mu_i \) and we used the fact that \( \epsilon \in \mathbb{R}_{(0,1)} \). This upper bound will be useful in the proof of Theorem 2.

**Remark 4:** As usually done in the high-gain observers literature, the global Lipschitz property in Assumption 1 can be relaxed to local Lipschitz if we assume that the state of the plant evolves inside a known compact set. If this is the case, we
can saturate functions \( \hat{f}_i \) outside such a compact set, and still obtain convergence for global \( \hat{x}(0) \) provided \( x(0) \) belongs to the compact set.

**Remark 5:** Global observers for nonlinear systems that do not satisfy global Lipschitz conditions can be still constructed using homogenization tools, see for example [20], [34].

**Theorem 2:** Suppose that \( L, \Lambda, R \) have been designed according to (7) and that Assumption 1 holds, then (20) is ISS from \( (v, \mu^o) \) to \( (e, \sqrt{\sigma}) \) and for \( \mu^o = 0, v = 0 \) the origin is GES for (20).

**Proof.** We follow similar steps as in Theorem 1. Consider a scaled candidate Lyapunov function \( V(e, \sigma) := e e^\top P e + 2 \epsilon \sigma \) so that the Lie derivative along the flow of (20) yields,

\[
\dot{V}(e, \sigma) \leq -c_1 |(e, \sqrt{\sigma})|^2 + c_5 |v|^2 + 2\epsilon^\top P \sigma(e)(f(\hat{x}, u) - f(x, u)) \\
\leq -c_1 |(e, \sqrt{\sigma})|^2 + c_5 |v|^2 + 2\epsilon |P||\sigma(e)(f(\hat{x}, u) - f(x, u))|,
\]

where \( c_1 \) and \( c_5 \) are defined in the proof of Theorem 1. Plugging (19) into (21) and using (22) we can upper-bound equation (23) as follows

\[
\dot{V}(e, \sigma) \leq -c_1 |(e, \sqrt{\sigma})|^2 + c_5 |v|^2 + 2\epsilon \mu |P||e| + 2\epsilon \mu |P||e|^2 \\
\leq - (c_1 - 2\epsilon \mu |P||e|)|e| + c_5 |v|^2 + 2\epsilon \mu |P||e| \\
\leq - (c_1 - 2\epsilon \mu |P| - c_1)|e| + c_5 |v|^2 + 2\epsilon \mu |P|^2|e|^2 \\
+ \epsilon \mu^{-1} |P|\mu \sigma^2.
\]

so that, for \( \epsilon \) sufficiently small, system (20) is ISS in the sense defined in Theorem 2 and for \( \mu^o = 0, v = 0 \), GES. \( \square \)

### V. AN EXAMPLE

We propose an example that compares a high-gain observer with and without the dead-zone mechanism proposed in Section IV. We show through simulations that the dead-zone mechanism successfully improves the noise rejection capability. Let us consider the Van der Pol oscillator,

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= -x_1 + \gamma(1 - x_1^2)x_2 + u \\
y &= x_1 + v,
\end{align*}
\]

where \( \gamma = 5 \). Equation (24) is in *strict feedback form*, but does not satisfy Assumption 1. However, assuming \( u \) bounded the solutions to (24) evolve in a compact set and according to Remark 4 we can saturate the nonlinear part of the observer obtaining global practical convergence for global \( \hat{x}(0) \) provided \( x(0) \) belongs to a compact set. We propose the following dead-zonated high-gain observer

\[
\begin{align*}
\dot{\hat{x}}_1 &= \hat{x}_2 + \epsilon^{-1} \ell_1 dz_{\sqrt{\sigma}}(\hat{x}_1 - y) \\
\dot{\hat{x}}_2 &= \text{sat}_M(-\hat{x}_1 + \gamma(1 - \hat{x}_1^2)\hat{x}_2 + u) + \epsilon^{-2}\ell_2 dz_{\sqrt{\sigma}}(\hat{x}_1 - y) \\
\epsilon \sigma &= -\Lambda \sigma + R(\hat{x}_1 - y)^2,
\end{align*}
\]

where \( \gamma = 7 \) and \( M = 20 \). Parameters \( L := [\ell_1, \ell_2]^\top \in \mathbb{R}^2, \Lambda \in \mathbb{R}_{>0}, R \in \mathbb{R}_{\geq0} \) have been designed according to the following convex optimization problem that maximizes the effect of the noise on the adaptation dynamics \( \sigma \),

\[
\begin{align*}
\sup_{P, X, \Lambda, R} \text{tr}(R) \text{ subject to:} \\
\text{He} \left[ PA + XC + C^\top RC \quad -X \right] < 0 \\
\text{He} \left[ PA + XC + \alpha_{\min} P \right] < 0 \\
\text{He} \left[ PA + XC + \alpha_{\max} P \right] > 0 \\
0 < \Lambda \leq \Lambda_{\max}, \quad R = R^\top \geq 0, \quad P = P^\top > I.
\end{align*}
\]

In addition to the LMI condition (7) we impose an interval for the possible convergence rates, so that \( -\alpha_{\max} \leq \text{Re}(\lambda_k(A + LC)) \leq -\alpha_{\min} \) where \( \alpha_{\min} = 1, \alpha_{\max} = 100 \in \mathbb{R}_{>0} \) for this specific example. Finally, we select \( \Lambda_{\max} = 10 \in \mathbb{R}_{>0} \) to avoid an excessive time scale separation among the observer and the adaptation dynamics. Solving (25) we obtain the following values \( L = [-68.36 \quad -68.06]^\top, \Lambda = 9.98 \), and \( R = 7.51 \). The high-gain parameter has been selected as \( \epsilon = 0.1 \).
Numerous simulations have been performed for the values of $R$ reported in Table I, a sinusoidal input $u(t) = 3 \sin(2t)$, initial condition $x(0) = [0, 0]^T$ for the plant, $\hat{x}(0) = [5, -5]^T$ for the observer and $\sigma(0) = 5$ for the adaptation dynamics. The output measurement $y$ is corrupted by noise generated by the Simulink block Uniform Random Number with sampling time and output range equal to $t_s = 0.001$ s, and $\pm 1$. During the simulation, the noise starts at time $t_{\text{start}} = 10$ and ends at $t_{\text{end}} = 20$.

A comparison among the true and the estimated state for the two observers ($R = 7.5$) is shown in Figure 1. Figure 2 shows the estimation error, where the benefit of the dead-zone mechanism can be better appreciated, and the adaptation of the dead-zone level $\sqrt{\sigma}$.

To compare the two observers we propose a tracking Error to Noise Ratio (ENR) which is inspired by the classical concept of Signal to Noise Ratio (SNR). The ENR is formally defined as $\text{ENR} := \frac{E\{e^T e\}}{E\{v^T v\}}$, where $E\{\cdot\}$ denotes the expectation operator. The value of the expectations has been obtained simply computing the average of the signals over the interval $[t_{\text{start}}, t_{\text{end}}]$. The ENRs for the two observers, and for different values of $R$, are reported in the Table I. We can notice that the dead-zone mechanism reduces the tracking error to noise ratio (ENR) and that this reduction is more consistent when the value of $R$ is large.

<table>
<thead>
<tr>
<th>$R$</th>
<th>1.9</th>
<th>3.0</th>
<th>4.1</th>
<th>5.3</th>
<th>6.4</th>
<th>7.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENR High-gain</td>
<td>32.6</td>
<td>32.6</td>
<td>32.6</td>
<td>32.6</td>
<td>32.6</td>
<td>32.6</td>
</tr>
<tr>
<td>ENR Dead-zone</td>
<td>19.2</td>
<td>16.1</td>
<td>13.7</td>
<td>11.8</td>
<td>10.2</td>
<td>8.9</td>
</tr>
</tbody>
</table>

Table I

Figure 1. Estimated (black) and true (red) state with the bare high-gain observer (above) and the dead-zonated high-gain Observer (below) ($R = 7.5$). Notice the significant estimation error reduction in the lower trace.
VI. CONCLUSION

We proposed a dead-zonated output injection term that robustifies Luenberger and high-gain observers against high frequency noise. We proved that the resulting dead-zone observers are not restrictive for LTI plants and can always be designed under standard (and necessary) detectability assumption. Numerical studies within the nonlinear high-gain setting clearly reveal potential to reduce the ISS gain from the measurement noise and the estimation error. The quantitative characterization of this ISS gain appears to be a nontrivial task due to the convoluted nonlinear effect of the dynamic dead-zone, and it is seen as a future work.
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