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Evaluation of the Quality of Interaction from the robot point of view in Human-Robot Interactions
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Abstract. It is important for a service robot to be able to evaluate if an interaction with a human is going well or not. This paper presents a novel way to evaluate human-robot interactions, in the context of social interactions and collaborative tasks between a human and a robot. We propose a model allowing the robot to measure in real-time the quality of its interactions. This new information will improve its decision-making process.
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1 Introduction

As humans we are able to tell, to a certain extent, if a social interaction is going well or not, when chatting or executing a task. This knowledge allows us to adapt our behavior. Therefore, we want the robot to embody this kind of behavior. To this effect, it needs to measure the quality of the interaction so it can know if it is going well or not. Then, if it is not, the robot needs to identify the reason of the problem and from there, to try to find a solution to improve the interaction. Although the concept of quality of interaction is quite abstract, [12] shows that when it is measured by human observers, the inter-observer reliability of the concept is quite high.

Multiple ways to evaluate robots and interactions exist but in these methods, the evaluation is realized by humans after the interactions with the robot. Only a few frameworks try to make the robot evaluate the quality of the ongoing interaction. To endow the robot with such ability can improve its decision making process. In order to fill this gap, as a first step, we built a model and created metrics integrated in a robotic framework in order to evaluate the quality of interaction at three different levels, from the larger to the smaller: the interaction session level, the task level and the action level.

* The research leading to these results has received funding from the European Unions H2020 programme under grant agreement No. 688147, MuMMER http://mummer-project.eu/
We first present in Section 3 our representation of a human-robot social interaction in a three levels decomposition. Then we introduce two novel metrics as tools to evaluate the quality of interaction in Section 4. Finally, we give elements that need to be taken into account for this evaluation in Section 5 and conclude.

2 Related work

It is interesting to take a look at the concept of usability, used in Human-Computer Interaction (HCI). It is defined by the ISO 9241 standard as “The extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency, and satisfaction in a specified context of use”. To evaluate if those three usability issues are covered for a given system, different evaluation methods exist that are compared in [9]. These methods are based on questionnaires, interviews and discussions with users and experts that have tested/used the system. According to the used method, design, coding, testing or release of the application can be evaluated.

Then, the field of Human-Robot Interaction (HRI) grew and tried to define its own methods to evaluate robotic systems and human interactions with the robot, there are three main issues: what to evaluate, how to evaluate and why to evaluate. [20] proposes a theoretical framework inspired from HCI and user experiences. [1] lists metrics and benchmarks for human-robot interaction (some of them will be discussed below) and offer an analysis of the evaluation field. [7] proposed a set of benchmarks divided up in three categories: the robot evaluation based on safety (i.e., level of robot safety for its human users during interaction with the environment) and scalability (i.e., ability of the robot system to be used by different user populations) benchmarks, the social interaction evaluation based on autonomy (i.e., need of human input during task execution), imitation (i.e., influence of robot similarities with humans on task performances) and privacy (i.e., influence of user’s perceived sense of privacy on robot performance as an assistive presence) benchmarks and finally task performance evaluation based on social success (i.e., robot success to fulfill its social identity) and understanding of domain (i.e., influence of the robot’s understanding of human behavior on the task performance) benchmarks. They mention works related to the different benchmarks but do not specify a way to evaluate them.

Two types of metrics for HRI or robot performances in HRI can be distinguished: subjective and objective metrics. Subjective measures are most often questionnaires to users after their interaction with the robot as in [16] where users were asked to evaluate individual system components (personal attention system, speech processing, dialog manager, robot internal status) and then to give their preferences concerning the robot. They can also be completed by observations as in [5]. [10] combines subjective and objective measures as well to evaluate the fluency in human-robot collaboration. The authors admit that the notion of fluency is not well defined and somewhat vague but claim it can be assessed and recognized when compared to non-fluent scenario. They build a
questionnaire to assess how people perceive the collaboration with the robot. They also propose a list of objective metrics, only based on time measurement, designed to be quite general: robot idle time (i.e., robot waiting time for additional inputs from the human in order to take a decision), human idle time (i.e., human waiting time for the robot to complete an assigned task), concurrent activity (i.e., active time of both the robot and the human), functional delay (i.e., time difference between the end of one agent’s task, either the human or the robot, and the beginning of the other agent’s task). [18] claims the chosen metrics should be application and task dependent. They give sets of choosable metrics to evaluate navigation functions, perception abilities, robot’s management by a human operator, manipulation tasks and social functionalities. Some of those metrics can be found in [13]. Then, they propose metrics that can be used to assess the system performance and that are not task dependent: the quantitative performance of a task execution based on the effectiveness (i.e., the percentage of the mission that was accomplished with the designed autonomy) and the efficiency (i.e., the time required to complete a task), the quality of the effort rated by the stakeholders in a subjective way and the appropriate utilization of mixed-initiative by measuring the percentage of requests for assistance made by robot, the percentage of requests for assistance made by operator and the number of interruptions of operator rated as non-critical. Finally, they propose metrics to evaluate the robot performance based on its self-awareness, its human awareness and its autonomy.

Some papers assess human-robot interactions with objective metrics based on the measurement of human states. In [19], they propose a framework allowing the robot to perceive (with face detection) and evaluate in real-time the affective state (i.e. anger, happiness, sadness, surprise, etc) and the engagement state (i.e. whether the person is interested or bored in the interaction) of the persons with which it’s interacting. In [11], they developed a bio-instrumentation system evaluating human stress in real-time by measuring physiological parameters such as respiration, heart rate, perspiration, pulse wave and arm motion.

Only a few evaluate the interaction to make the robot adapt its behavior when the result is negative. In [19], they use the affective and engagement states evaluation of the human to improve the robot process of decision making. In [11], the robot executes a motion designed to decrease human stress when assessed too high.

There is a lack of robotic frameworks allowing the robot to evaluate in real-time the on-going interaction, based on multiple metrics. For us, the modeling of the estimated quality of interaction in the robot system is important as it gives an additional information to the decision-making system and allows more readability of the robot internal state.

3 Human-Robot Social Interaction Levels

There are different kinds of robots, with different kinds of purposes. We consider the ones that adopt a social behavior when interacting with humans and that
got to execute and accomplish tasks in collaboration with them. An interaction can be seen under the scope of three levels. From the smallest to the biggest: actions which come within collaborative tasks which, in turn, are found within an interaction session.

### 3.1 Interaction Sessions

We define an interaction session as the period during which the robot and a human interact together and are engaged (for simplification purpose, we stay in the context of the interaction between one robot and one human). It is divided in three parts, based on the structure of an interaction defined in [14] and the engagement model of [17]. It starts by initiating an interaction with another agent, then it lasts as long as the interactants are maintaining the interaction through conversation and collaborative tasks and, finally it ends when at least one of the interactant is disengaged, either by abruptly ending the interaction, by closing the interaction as in [15],[4] or by the completion of the goals of the interaction. During an interaction session, both the robot and the human need to remain engaged. There is no unique definition of what it means to be engaged. We chose one which is frequently used and that comes from [17]: “Engagement is the process by which two (or more) participants establish, maintain and end their perceived connection during interactions they jointly undertake”. The robot has to be able to demonstrate engagement and disengagement processes but to recognize them as well. The engagement behavior varies depending on the state of the interaction: conversation, collaborative task or idle interactant(s). There is a need to define what behavior the robot has to exhibit and what behavior it should expect from the human for each state. Therefore, in our model, the robot looks at the other interactant’s face (i.e. keeps its head oriented toward the interactant’s face) to demonstrate engagement in conversation and idle contexts. The robot will expect the same kind of behavior from the human in those. As for collaborative tasks, exhibited and expected behaviors have to be part of the task management.

### 3.2 Collaborative tasks

The robot and the human it is interacting with may have to perform tasks together. Each task is executed by agents in order to achieve a goal and this execution follows a plan. The following formalisms are inspired from [6].

**Goal** A goal $g$ is defined as:

$$g = \langle \text{name}, AGC, O \rangle$$

where $\text{name}$ is used to identify the goal, $O$ is a set of facts representing the desired world state and $AGC$ is a set of agents involved in the goal.
**Plan** There are many ways to generate a plan. But no matter the way, automated planning (plan computed before execution), reactive planning (action selection at execution time) or another planning type, a plan is a sequence of primitive tasks that are also called actions.

A plan $p$ is defined as:

$$p = \langle id, g, ACP, L \rangle$$

where $id$ is used to identify the plan and $g$ is the goal that the plan allows to achieve. $ACP$ is a set of actions (described in 3.3) that composes the plan, and $L$ is a set of links defining actions or plans order and causal links. A link $l$ is defined as $l = \langle previous, after \rangle$ where $previous$ is the id of the action or the plan which needs to be achieved before the action or the plan with the id $after$ is performed.

**Agents** An agent is a robot or a human that will take part in the task execution. An agent is defined as:

$$ag = \langle name, type, CAP, ms, AG \rangle$$

where $name$ is used to identify the agent, $type$ represents if the agent is a human or a robot, $CAP$ the set of high level action names, representing the actions that the agent is able to perform, $MS$ is the mental state of the agent (described in the next paragraph) and $AG$ is a set of agents containing all agents excepting $ag : AG = AGC \setminus ag$. These agents are defined in the same way as $ag$ and model how the given agent represents them.

The mental state $MS$ of $ag$ is defined as:

$$ms = \langle WS, gs, ps, ACS \rangle$$

where $WS$ is a set of facts representing the current world state from the agent point of view. $gs$ represents the state of the goal from the agent point of view. It can be either $progress$, $done$ or $aborted$. $ps$ represents state of the plan from the agent point of view. It can be either $progress$, $done$, $aborted$ or $unknown$ if the agent is not aware of the plan. Finally, $ACS$ represents the set of states of the actions from the agent point of view. The state of an action $ac$ is represented as $acs = \langle id, state \rangle$ where $state$ can be either $progress$, $done$, $failed$, $asked$ (an agent asked for the action to be done), $planned$ (need to be done later according to the current plan), $needed$ (need to be done now according to the current plan but not possible), $ready$ (need to be done now according to the current plan and possible) or $unknown$. The evolution of the state of an action $ac$ is described in Fig. 1.

3.3 **Actions**

To achieve a goal, agents will have to execute a plan which is a sequence of actions, the smallest level of the interaction. What we call action is a primitive
A task, a task that cannot be decomposed at the level of the component supervising the execution of the goal. Let’s $ACT$ be the set of all actions. An action $ac \in ACT$ is defined as:

$$ac = (id, name, AGC, EN, PRE, EFF, EXP, dl)$$

where $id$ is the action identifier and $name$ represents its name. $AGC$ is a set of the names of the agents needed for the action execution, $EN$ a set of entities (objects or agents) which allows to define precisely the action. $PRE$ and $EFF$ are sets of facts representing respectively the action preconditions and effects. $EXP$ is a set of expected reactions from the other agents to the executed action. $dl$ is the deadline, the latest time by which the action has to be executed.

4 Introduction of new metrics at the task level

We presented above the three levels defining a human-robot social interaction. We now describe two novel metrics that will be taken into account to compute the evaluation of the quality of interaction.

4.1 Distance to the goal

A task is executed to complete a goal. However, during the execution, a lot of obstacles and unexpected events can happen (i.e. a physical obstacle is on the way of the path during a navigation task, the human leaves the task for some time, etc.). To have a hint about how well a task is going, we define a new metric called distance to the goal $d_g$. At a frequency defined by the programmer, the system computes if, at time $t$ the goal is closer to be achieved than at time $t - 1$. As the metrics “task effectiveness” of [13] and “efficiency” of [18], it tries to measure if the agents have been efficient but allows to have more details about the proceedings of the task and to react in real time. It is quite obvious how to measure the distance to the goal for geometric actions (e.g. the robot is 2 meters away from the goal of a navigation task) but it is less for other kinds of tasks (e.g. in a route guidance task as in [8], there is no obvious metric to measure the distance to the goal). Therefore, to generalize and to abstract from units of measurement, we suggest to use the goal distance variation $\Delta d_g$ and not an absolute value of $d_g$. We give four methods to measure the distance to the goal.
variation, that can be chosen according to the type of actions or the type of task planning:

– Distance to the goal variation based on the action state in \( M_{S_{\text{robot}}} \), knowing that \( (\text{state}_t = \text{successor}(\text{state}_{t-1})) \lor (\text{state}_t = \text{state}_{t-1}) \)

\[
\begin{align*}
(\text{acs}_t \neq \text{acs}_{t-1}) \land (\text{state}_t \neq \text{failed}) & \Rightarrow \Delta d_g < 0 \\
(\text{acs}_t \neq \text{acs}_{t-1}) \land (\text{state}_t = \text{failed}) & \Rightarrow \Delta d_g > 0 \\
\text{acs}_t = \text{acs}_{t-1} & \Rightarrow \Delta d_g = 0
\end{align*}
\]

– Distance to the goal variation based on action repetitions with \( n \)th time the action is being executed:

\[
\text{ag.perform}(\text{ac})_{n,t} \land \text{acs}_{t-1} = \langle \text{id}_{\text{ac}}, \text{failed} \rangle \land n > 1 \Rightarrow \Delta d_g > 0
\]

– Distance to the goal variation based on the geometric distance for an action involving spatial moves of \( en \in EN_{\text{ac}} \) with \( p_{en,c} \) the current position of \( en \) and \( p_{en,p} \) the planned position:

\[
\begin{align*}
d(p_{en,c}, p_{en,p})_t < d(p_{en,c}, p_{en,p})_{t-1} & \Rightarrow \Delta d_g < 0 \\
d(p_{en,c}, p_{en,p})_t > d(p_{en,c}, p_{en,p})_{t-1} & \Rightarrow \Delta d_g > 0 \\
p_{en,c,t} = p_{en,c,t-1} & \Rightarrow \Delta d_g = 0
\end{align*}
\]

– If using a planner: Distance to the goal variation based on the variation of the cost or the variation of the number of steps to realize before to reach the goal:

\[
\begin{align*}
\text{cost}_t < \text{cost}_{t-1} & \Rightarrow \Delta d_g < 0 \\
\text{cost}_t > \text{cost}_{t-1} & \Rightarrow \Delta d_g > 0 \\
\text{n}_t < \text{n}_{t-1} & \Rightarrow \Delta d_g < 0 \\
\text{n}_t > \text{n}_{t-1} & \Rightarrow \Delta d_g > 0
\end{align*}
\]

4.2 Human contribution to the goal

During the task execution, some actions have to be realized by the human agent. We argue that it is important to evaluate if the human actually performs the actions the robot expects her to, if she is committed to the task as defined in [3]. So, the robot can adapt, even disengage from the interaction if, for example, she is considered not at all committed for a while. To evaluate the human contribution to the goal allows to have information about the human commitment to the task.

We define \( ACH \), the set of actions for which the human is an actor and that the robot expects to be realized at time \( t \), as \( ACH \subset ACP \) with \( \forall \text{ac} \in ACH \) and human \( \in AGC \). We propose a representation of the human contribution for a given action \( \text{ac} \) in Fig. 2, \( \text{ca}_{t,\text{ac}} = \{\text{good, undefined, bad}\} \).

We also propose a representation of the human contribution for a given task, \( \text{cg}_t = f(\text{ca}_{t,\text{ac}}) = \{\text{good, undefined, bad}\} \), described in Fig. 3.

These two models are quite simple but are a first draft that can be enriched in the future.
Fig. 2. Evolution of the human contribution for a given action $ac$, with $ACH$ the set of actions for which the human is an actor, $n$ the $n$th time the action is being executed and $N_{max}$ the defined threshold to go from an undefined contribution to a bad one.

Fig. 3. Evolution of the human contribution for a given task. $n_G$ is the number of time $ca$ output good, $n_U$ is the number of time $ca$ output undefined, $n_B$ is the number of time $ca$ output bad. The $N_{max,U}$, $N_{max,B}$, $N_{max,G}$ are respectively the corresponding thresholds: the number of times $ca$ can be undefined before assessing $cg$ as undefined, the number of times $ca$ can be bad before assessing $cg$ as bad and the number of times $ca$ has to be good before assessing $cg$ as good.

5 Evaluation of the Quality of Interaction

Until now, only a few works took interest in the quality of the interaction from the robot point of view. Therefore we decided to investigate the topic. Having this ability would enhance, in future work, its decision making process. There are three main reasons for measuring the interaction quality:

- At task execution time, the robot can make the choice to change the modalities of the different elements it uses, for example the language in which it communicates with the human, the volume of its speakers, or the parameters of its planner.
- Still at task execution time, a very bad performance all along a task could allow to recognize humans not engaged in the interaction, not committed to tasks or trying to play the robot. Then, it would leave the interaction.
- Off-line, using interaction session logs, it allows the developer to improve the system if too many interactions are measured as bad and she can adjust her
design according to the agents’ performances. As well, it allows to identify blocking parts of interactions/tasks.

We define the quality of interaction at three different levels, each time as a function of multiple metrics as in [2]. They can be used and weighted according to the designer, to what is important to measure and to know during a specific session or a specific task.

5.1 **At the interaction session level**

The quality of interaction assessment purpose at the interaction session level is to be able to say if globally the session went well. We suggest to take into account:

- the way the session has been terminated (i.e., ended with goodbyes, left in the middle of a task, etc)
- the number of executed tasks with the human during the session, $NE$
- the number of succeeded tasks with the human during the session, $NS$
- the efficiency of the interaction, the percentage of successive tasks, $NP = \frac{NS}{NE}$
- the success rate of a given task (i.e. pick and place task always fail)
- the average of the human contributions along the tasks

5.2 **At the task level**

The purpose of the assessment of the quality of interaction at the task level is to give the robot an additional information on the ongoing task so it can adapt, taking into account:

- the success of a given task at the end of the execution
- the distance to goal
- the agent performance $AP = \frac{\text{succeeded}(AC)}{\text{expected}(AC)}$
- the human contribution to the goal
- the human commitment based on commitment generation and the repairing models of [3]

5.3 **At the action level**

Evaluating the quality of interaction at the action level as well allows the robot to adapt in a different way than at the task level.

- the fulfilling by the robot of the human expectations to her executed actions (i.e., the robot understood the human sentence but knows or not any appropriate answer)
- the human executing the expected action
- the state of the action executed
6 Conclusion

We propose a novel way to evaluate the human-robot interaction. Until now, most of the works presented a robot evaluation from the human point of view. The few works evaluating the interaction from the robot point of view do it based on only one metric. Our evaluation is based on multiple metrics of whom two that we detailed, the distance to the goal and the human contribution to the goal. We defined a model to evaluate the quality of interaction at three different levels, from the larger to the smaller: the interaction session level, the task level and the action level. The robot can use this data in real-time to adapt or to react to its human partner. In future work, we are preparing an implementation of a system that gives this ability to the robot.
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