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Abstract

We present a hyperspectral imager with a dual disperser architecture, which is
highly re-configurable thanks to the use of a digital micro-mirror device (DMD).
The system has over 200 spectral bands in the range 400 - 700 nm, and 2048
by 2048 spatial pixels. We describe a method to calibrate the instrument and
quantify its performance using a simple slit scanning acquisition scheme, and
discuss various methods to remove artifacts in the spectral datacube via post-
processing. This prototype instrument is designed for simplicity, and aims to
explore new acquisition schemes that exploit the property of colocation and
use the programmable nature of the DMD to increase the speed of datacube
retrieval and the quality of the hyperspectral data.

1. Introduction

Hyperspectral imaging is a form of spectroscopy whereby spectral informa-
tion is found for each location in a 2D scene, and has proved useful for numerous
applications, including remote sensing, earth observation, medical imaging, food
inspection. There are many different types of hyperspectral imagers, [1, 2, 3],
but all require that the 3D hyperspectral information, known as the datacube,
is measured on a detector array with 1 or 2 dimensions. Without making any
assumptions on the sparsity or redundancy of the data, obtaining the datacube
requires multiple acquisitions in space or time, and in addition to improving the
design of the instrument itself, it is important to develop efficient acquisition
algorithms to optimize frame rate, resolution, and SNR.

The use of digital micro-mirror devices (DMDs) in hyperspectral imagers has
become more commonplace in recent years, for various architectures [4, 5, 6, 7].
DMDs provide highly re-configurable spatial filtering with no moving parts,
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and compared to other spatial light modulators, they are fast, efficient and have
neither polarization nor wavelength dependency. A hyperspectral imager based
on a dual-disperser architecture can make effective use of DMD technology.
This particular architecture differs from other configurations mainly due to the
property of colocation; each point on the scene corresponds exactly to a point
on the detector array, with the DMD applying spatio-spectral filtering. There
is no spatio-spectral coupling on the image recorded by the camera, and when
all the mirrors on the DMD are turned to the ‘on’ position, the panchromatic
image is registered on the camera.

A broad range of acquisition schemes may be implemented using dual dis-
perser systems. For example, one can perform Hadamard transform spec-
troscopy by applying a Hadamard mask on the DMD, improving SNR via the
Fellgett advantage [8, 9, 10, 11, 12]. By making adjustments to the system (us-
ing a telecentric lens system), it is possible to perform near-snapshot spectral
filtering [13, 8, 14, 15, 16], identifying target chemicals with a fast frame rate.
There is also interest in reducing the number of acquisitions required per dat-
acube; recent work has measured the spectrum using a Fourier basis, which can
reduce the number of acquisitions, as long as there are no sharp spectral features
[17]. Classification of multiple spectra is possible with only a few acquisitions
as shown in [18, 19], using a scheme where the DMD mask adapts for each new
acquisition to improve classification accuracy. Furthermore, there is potential to
use regularization approaches to exploit homogeneity within the hyperspectral
datacube, allowing full cube reconstruction with only a handful of acquisitions
[20]. The easy access to the panchromatic image allows an adaptive approach
to datacube acquisition, whereby one exploits features from the panchromatic
image to optimize the DMD mask for a particular acquisition scheme, or even
change the acquisition scheme itself. As such there are likely many other ac-
quisition schemes that can be developed using this architecture, leveraging the
property of colocation and the easy access to the panchromatic image to develop
highly adaptable, fast, and re-configurable schemes.

However, with all this potential, there is little discussion in the literature
of the basic optical properties and the calibration of the system, or of common
issues with the data acquired by such device. In this work therefore we hope to
remedy this by providing a comprehensive explanation of the system itself; the
layout, underlying optical equations, and method of calibration, demonstrating
these methods on a prototype device. This work aims to lay the foundation to
develop more sophisticated acquisition schemes in the future.

Section 2 describes the key principles and optical layout of our prototype
dual-disperser type hyperspectral imager, and section 3 outlines the theoret-
ical model and procedure to calibrate the device, and discusses the influence
of distortion. In section 4 we test the device using a simple slit-scanning ac-
quisition scheme with a variable slit width, and describe how to reconstruct
the hyperspectral datacube. We note the presence of periodic artifacts in the
datacube, arising from the use of the DMD, and so in Section 5 we present
three approaches to correct these artifacts and improve accuracy of the spectral
measurements. Section 6 discusses the final results, and aims to benchmark the
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system, allowing a comparison to other acquisition schemes. Section 7 concludes
the paper.

2. System overview

2.1. Principle
A dual-disperser type hyperspectral imager re-images the scene twice, first

on the DMD, which applies programmable spatio-spectral filtering, and finally
on the camera. The basic optical layout of the system is shown in Figure 1,
comprising of a two 4-f imaging systems back to back, with a prism operating
as the dispersive element in the middle of each 4-f line. A beam splitter (BS) is
used to image the filtered scene onto a camera.

12°

Figure 1: Schematic of system layout, showing tilting of scene and camera to compensate the
angle of DMD to optical axis

We use a prism as the dispersive component. Hyperspectral imagers often
use gratings due to their roughly linear dispersion and lack of distortion, however
high efficiency gratings are typically very dispersive, and for systems with long
focal lengths (as in our case) or large spectral bandwidths it is challenging to find
a suitable grating; the spatial extent of the spectrum is wider than the DMD, or
there is overlap between first and higher orders. Conversely, prisms are suitable
for a wide range of system sizes and bandwidths, and as we demonstrate in
Section 3, optical distortion is easily compensated, as long as the system has
a small enough field of view. Additionally, if the system is operating in a low
flux environment, a prism typically has a much higher and uniform transmission
efficiency, independent from polarization, and unlike a grating does not suffer
from stray light originating from higher diffraction orders.

2.2. Co-location property
At the camera, the image has the property of colocation; each ‘pixel’ on

the scene corresponds exactly to a pixel on the camera, with no wavelength
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dependent spatial transformation. If all the micro-mirrors on the DMD are
turned to the ‘on’ position, i.e. reflecting light to the camera, the panchromatic
image is obtained on the camera.

At the DMD, the image is spectrally dispersed such that the location of the
image on the DMD depends on the wavelength. When a mask is applied to the
DMD, each wavelength from the scene is spatially filtered by a laterally shifted
copy of the DMD mask. In other words, the spectral filtering applied by the
DMD depends on the location of the scene pixel, as illustrated in Figure 2 – and
demonstrated in section 3.1. As the spectrum is dispersed in one direction on the
DMD, each horizontal line of the scene is independent, and can be individually
addressed by the DMD.

Figure 2: Schematic illustrating colocation between scene and camera, with spatially depen-
dent spectral filtering applied by the DMD mask.

2.3. Prototype specifications
A photograph of the system is shown in Figure 3. In our case the layout is

folded along the optical path by reflection from the DMD. The folded system
is compact and easy to align, but requires a beamsplitter to direct the reflected
light to the camera, resulting in a 75% loss of flux. As this system is a proto-
type device, concerned with developing novel acquisition methods, the system
efficiency itself is not an essential metric. If one is concerned with transmission
efficiency, or operates in a low flux environments (for example satellite imaging),
it is fairly trivial to unfold the optical path, at the cost of a larger and more
complex setup.

The system is designed for visible light in the range 400-700 nm, and uses
Thorlab lenses TL200 with focal length 200mm, and numerical aperture 0.05.
The prism is a custom BK7 prism with apex angle 30◦ and AR coating. The
DMD is part of the DLP Discovery 4100 Development Kit, which has an array
of 1920 by 1080 individual square mirrors with period 10.8µm. Each mirror
rotates along its diagonal axis by ±12◦. For simplicity in aligning and building
the system on a horizontal plane on a typical optical table, the DMD is rotated
by 45◦, so the diagonal axis of each mirror is vertical, avoiding cumbersome 3D
geometries. Unlike a normal mirror, the plane of the DMD must be tilted at 12◦
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Figure 3: System prototype

relative to the optical axis in the horizontal plane, and therefore the object and
image planes are also tilted to compensate, fulfilling the Scheimpflug condition
[21]. The maximum switching rate for the DMD is 23,148Hz.

The camera is CMOS Mako model G419B, which has 2048 by 2048 square
pixels with pitch 5.5µm, giving an angular field of view of 3.22◦. The maximum
frame rate of this camera is 26.3 fps, and bit depth of 12. The camera pixel is
significantly smaller than the DMD mirror, which means that in addition to the
45◦ rotation of the DMD, we do not have a 1 to 1 relationship between camera
pixel and DMD mirror. The ramifications of this mismatch are discussed further
in Section 4.

The imaging properties of the device were measured using standard proce-
dures (see Appendix A). There was no distortion found in the resulting camera
image, and the spatial resolution is approximately 11µm, or 2 pixels. The point
spread function (PSF) was found largely independent of the wavelength and
fairly constant across the field of view.

3. Calibration

In this section we begin by explaining the relationship between the DMD
and the camera using simple ray optics, resulting a function which maps a
location on the camera to a particular DMD pixel, dependent on wavelength.
We then describe the calibration procedure which determines the key parameters
of this function, and discuss the accuracy of the model. We also address the
influence of smile distortion, and demonstrate how to compensate this effect in
the calibration functions.
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3.1. Theory
The dual disperser hyperspectral imager has three focal planes; defined by

coordinates (x0, y0) at the scene, (x1, y1) at the DMD, and (x2, y2) at the camera
(see Figure 4). As this system is line independent in the y direction [22], we
begin by concentrating on the case where y0 = y1 = y2 = 0, i.e. a horizontal
cross-section through the system. A schematic of the unfolded optical system
is shown in Figure 4.

Figure 4: Schematic of dual disperser hyperspectral imager. Dashed line denotes the optical
axis.

The central wavelength, λc = 550 nm, is aligned along the optical axis, which
corresponds to the angle of minimum deviation at the prism. The symmetry of
the system leads to colocation between the scene and the camera, i.e. (x0, y0) =
(x2, y2), but due to dispersion via the prism, the ray incident on the DMD is
laterally shifted in x1 dependent on the wavelength, apart from λc where we
have x0 = x1 = x2.

The angle of deviation of a prism is given by

θD(λ, α) = α−A+ arcsin
(
n(λ) sin

(
A− arcsin

[
sin(α)
n(λ)

]))
(1)

Where α is the angle of incidence, A is the apex angle of the prism and n(λ)
the refractive index. The mapping between a location at the scene and a point
on the DMD, for focal length F , is given by

x1(λ, x0) = F tan (θD (λ, α(x0))− α(x0) +A− αc) (2)

The reference angle of incidence αc gives the angle of minimum deviation
for the wavelength λc, and is the angle between the optical axis to the prism:

αc = arcsin (n(λc) sin(A/2)) (3)

Note that here we have ignored the influence of the 12◦ tilt between the
normal to the focal planes and the optical axis, as its influence is negligible.
The angle of incidence at the prism depends on the scene location x0, given by
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α(x0) = αc + arctan
(x0

F

)
(4)

Substituting Equations (4) and (1) into (2) gives

x1(λ, x0) =

F tan
[
arcsin

(
n(λ) sin

(
A− arcsin

[ sin(αc + arctan(x0
F ))

n(λ)

]))
− αc

]
(5)

This equation gives a point to point mapping between a ‘pixel’ at the scene
and a mirror location at the DMD, where we have neglected the point spread
function (PSF) of the system. Similarly, the mapping between the DMD and
the camera is given by

x2(λ, x1) =

F tan
[

arcsin
(
n(λ) sin

(
A− arcsin

[
sin(αc + arctan

(
x1
F

)
)

n(λ)

]))
− αc

]
(6)

By inserting Equation (5) into (6) we find

x2(λ, x0) = x0 (7)
Which mathematically demonstrates the property of colocation; a location

on the scene corresponds exactly to a location on the camera, independent of
wavelength. This result also implies that distortion arising due to the prism only
influences the dispersed relay image in the DMD plane, and does not distort the
final image in the camera plane.

3.2. Calibration Procedure
Due to the folding of the system the scene and camera planes are equivalent

(see Equation (7)), and therefore we do not need to calibrate the system between
the scene and the DMD, only between the DMD and the camera. One way to
perform the calibration is to use a scene which is uniformly illuminated with a
known monochromatic wavelength λ. The programmable nature of the DMD
allows us to systematically turn ‘on’ a mirror at location x1, and measure which
camera pixel x2 receives the reflected light. Starting from the description of the
ideal system given by Equation (6), the incident camera pixel x2 is given by the
following function

x2(λ, x1) =

f3 tan

arcsin

n(λ) sin

A− arcsin

 sin(αc + arctan
(
x1
f2

)
)

n(λ)

− αc
 (8)
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The values f2, f3 and αc are parameters which must be determined via cal-
ibration. f2 and f3 correspond to the focal lengths of lenses L2 and L3 respec-
tively, and should both be equal to F = 200mm. However, due to misalignment
or differences between lenses, it is more accurate to calibrate using two separate
parameters, f2 and f3. Similarly, the exact angle of incidence αc needs to be
found via calibration, which in turn informs us of the true central wavelength
λc of the system. For our system, A = 30◦ and n(λ) is given by the Sellmeier
equation for BK7.

It is more practical to define the horizontal location x1 of a DMD mirror
using mirror index i, illustrated in Figure 5, giving

x1 = ∆DMD(i− i0)√
2

(9)

Where the width of the mirror ∆DMD = 10.8µm. The index i0 is the
centre of the DMD, and should be on the optical axis. In fact, due to the small
angle approximation a small misalignment between the centre of the DMD and
the optical axis is tolerated by the calibration function (8), by a change in
the effective central wavelength of the system λc. This allows us to fix i0 =
(1920 + 1080)/2 = 1500, for our DMD configuration.

i

Figure 5: DMD configuration showing numbering convention i. Mirror rotation axis is vertical.
The shaded squares show the mirrors turned to the ‘on’ position for i = 4, approximating a
slit.

In our case, instead of using one, or several monochromatic sources, we use a
fluorescent lamp with three sharp, well-separated and easily identifiable spectral
peaks, shown in Figure 6a, which are used as reference wavelengths. This lamp
is used to illuminate the entire scene. The calibration procedure is as follows; a
column of mirrors or ‘slit’ is opened at location i on the DMD, and the image on
the camera is recorded. The measurement is repeated until we have a camera
image for every slit position i. Figure 6b shows an example of the image on the
camera when the DMD slit is at x1 = 0 (i = i0). In the horizontal direction
we see the spectrum of the lamp, with longer wavelengths to the left hand side.
The three spectral peaks are clearly resolvable, allowing us to calibrate three
separate wavelengths simultaneously. In Figure 6b, there is a slight curvature to
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the lines in the vertical direction, a distortion effect which is discussed further
in Section 3.3. To perform the initial calibration using Equation 8, we use the
centre row of pixels on the camera at (y2 = 0). For each DMD slit location
x1, the position x2 of the three sharp spectral peaks are found with sub-pixel
accuracy via parabolic approximation [23]. This gives a two-dimensional data
set which is fit to Equation (8) using a least squares estimation.

The fit parameters are given in Table 1, with errors found by the 95% confi-
dence interval of the fit. The values for f2 and f3 are within 3% of the expected
value of 200mm. The value found for αc gives an effective central wavelength of
λc = 550.6 nm. The calibrated spectrum for three different camera locations is
shown in Figure 6c. Figure 6d gives the difference between the fitted curve and
the measured data for the three wavelength peaks, showing a sub-pixel accu-
racy of the fit over the camera width, and an average error of 1.3µm. As there
is no obvious trend in the error with x0, we conclude that noise is the main
contributing factor, and we have no significant distortion or aberration in the
lenses.

Parameter Value Error Units
αc 23.14 4.71 ×10−4 ◦
f2 201.5 0.141 mm
f3 204.3 0.137 mm

Table 1: Fitted calibration parameters for Equation (8). Error is given by the 95% confidence
interval of the fit.

The wavelength bands are defined by the DMD mirrors, and due to the non-
linear dispersion of the prism the spectral bandwidth depends on the wavelength,
ranging from 0.5 - 2.5 nm as demonstrated in Figure 7. Additionally, due to the
dependence of the angle of incidence on the scene location x0, the physical
width of the spectrum on the DMD varies depending on the pixel location
on the camera. In other words, the spatial spreading on the DMD, i.e. the
distance |x1(λ = 400nm)− x1(λ = 700nm)| depends on the position x2, which
in principle could influence the definition of the spectral bands. Our system
has a small field of view, so likewise there is small variation in the angle of
incidence α, resulting in a variation of only about 1.5% in the spectral width
over the scene (see Figure 8). This small error can be ignored, and all the camera
locations are assumed to have the same spectral bands. For systems with a
larger field of view some post processing may be required to ensure that all
the pixels in the hyperspectral datacube are defined using the same wavelength
bands. According to Figure 8, the whole spectrum is spread on average over
approximately 2.055mm. For light originating from a single point on the scene,
the spectral spreading at the DMD means there are

√
2 × 2.055/∆DMD ' 269

columns of DMD mirrors between light at 400 nm and 700 nm.

3.3. Smile Distortion
As is apparent from Figure 6b, a vertical slit on the DMD is distorted to a

curve in the plane of the camera. This well-known effect originates from the
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Figure 6: a) Spectrum of fluorescent lamp, red points mark the three peaks used as reference
wavelengths to calibrate the system, b) Image on the camera when a DMD mirrors at x1 = 0
are ‘on’, c) Calibrated spectrum for 3 camera locations, offset in y axis for clarity, d) The
difference between the fit to Equation (8) and the measured data, for the three reference
peaks.

prism [24], and is often termed ‘smile distortion’ in the hyperspectral imag-
ing community [25]. This distortion only influences the image at the DMD
plane; the second pass through the prism undoes this distortion, and there is no
resulting spatial or spectral distortion between the scene and camera (see Ap-
pendix A). However, smile distortion does influence the spatio-spectral filtering
applied to the scene by the DMD, and needs to be included in the calibration
model.

The distortion is easily explained via ray-tracing, presented in the Ap-
pendix B, and arises due to the vertical angle of incidence to the prism. For our
system, the small field of view allows the effect of this distortion to be simply
represented as a shift in the camera pixel x2 for a given DMD slit location x1,
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depending on the vertical coordinate on the camera y2;

x2(λ, x1, y2) = x2(λ, x1) + f(y2) (10)
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Where f(y2) can be approximated as a quadratic function, and is indepen-
dent of wavelength and x2:

f(y2) = S(y2 − ys)2 − Sy2
s (11)

The parameter ys gives the location of the centre of the smile in y, giving
f(0) = 0. The value for S can be calculated using the theory presented in
Appendix B, which gives S = 1.2042 /m, or can be determined by fitting to the
measured data, as in Figure 9, which gives S = 1.2048 /m, as expected.

In our case this function gives a variation of less than 40µm or roughly 7
pixels over the entire camera. For systems with larger field of view the influence
of distortion becomes increasingly wavelength dependent, and a more complex
model may be needed.
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Figure 9: Smile distortion, blue dots show measured data, and red curve is the fit to quadratic
function given by Equation (11), where S = 1.2048 /m and ys = −227µm.

4. Datacube Acquisition and Reconstruction

4.1. Scene definition and acquisition scheme
Bench-marking of the system is performed using a slit-scanning acquisition

scheme, tested on a simple hyperspectral scene. A chrome on glass chequerboard
target is illuminated from behind with a white LED, and from the front with
the fluorescent lamp. The LED has a broad smooth spectrum, whilst the lamp
has several sharp fluorescence peaks; the same lamp was used to calibrate the
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device, and has spectrum shown in Figure 6a. Additionally, a HeNe laser beam
(λ = 633 nm) passes through a pinhole to illuminate a small region of the
image, and the camera pixels are saturated in that region. A bandpass filter in
the range 450-650 nm is placed before the first lens to remove background light,
and provide some padding at either end of the spectrum.

The hyperspectral scene has distinct spatial regions with different spectra
and intensity. The panchromatic image is shown in Figure 10b, with the different
spectral regions labelled. The region of interest for the subsequent analysis is
shown by the black box.

The slit-scanning acquisition scheme implemented here follows this approach;
a column of mirrors is opened on the DMD, and the image on the camera is
recorded. For the next acquisition, the slit is shifted by its width, and so on
for the next measurement. Due to the configuration of the DMD, the ‘slit’
is approximated by a column of ‘diamonds’ or by the combination of several
columns of diamonds, illustrated in Figure 10a. For each acquisition multiple
slits are opened on the DMD, separated by the spatial extent of the spectrum
(269 mirrors), so that multiple optical components are measured in parallel
without overlap. This means that the number of acquisitions required to retrieve
the whole cube is the same as the number of bands.

An example of the image registered on the camera for a single acquisition
is shown in Figure 10c. Increasing the width of the slit by combining several
columns degrades spectral resolution, but allows faster exposure time by in-
creasing the light throughput per acquisition, and requires a decreased number
of acquisitions. The re-configurability of the DMD allows the user to select the
best slit-width for the scenario, depending on light levels, required resolution
and SNR.

4.2. Direct cube reconstruction
For the following explanation it is preferable to move from continuous vari-

ables (xn, yn) to the discrete indexes defining the camera pixel or DMD mirror
location. The DMD mirror index i is defined previously in equation (9), and
the camera pixels are defined by the notation (r, c) for rows and columns, given
by

r = x2

∆cam
+ 1024, c = y2

∆cam
+ 1024, (12)

Where ∆cam = 5.5µm. To reconstruct the hyperspectral data cube from the
camera acquisitions, consider a single scene pixel at (r, c), having ground truth
discretized spectrum o of length Nλ, where Nλ, is the number of wavelength
bands. For a particular acquisition n, the measured intensity of the pixel on
the camera is given by mn. The pixel value for several acquisitions is given by
array m of length NM , where NM is the number of measurements. We have

m = Ho (13)
The matrix H defines the spectral filtering implemented by the DMD, and

depends on the DMDmask applied for each acquisition. We also assume uniform
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Figure 10: a) Schematic of a slit on the DMD, left Figure has slit width = 1, right, width =
4. Red shows position of the slit for the first acquisition, green for the second acquisition, b)
Panchromatic image of hyperspectral scene, taken with all mirrors open, c) Image recorded
on camera for single acquisition of slit scanning scheme with slit width = 4, exposure time
25ms.

quantum efficiency over the spectral range, and ignore any contribution due to
noise or dark values on the pixel.

The wavelength bands for the discretized spectrum o are defined in the frame
of the DMD, and depend on the slit width. For the slit-scanning acquisition
scheme we have Nλ = NM , and it should be clear that matrix H has the form
of an identity matrix, since for each acquisition only one spectral band per pixel
is reflected back to the camera.

H =


1 0 0 . . .
0 1 0 . . .
0 0 1 . . .
...

...
...

. . .

 = I (14)

It is therefore straightforward to determine the spectra of the pixel, via

o = I−1M = m (15)
to ensure that the wavelength bands are the same for all pixels, ensuring that the
datacube is regular, a constraint which makes the datacube easier to interpret

14



and analyse. For example, it is often desirable that a user can easily access a
monochromatic image. The wavelength bands for the whole cube are defined us-
ing a reference pixel, in our case at the centre of the image (r, c) = (1024, 1024).
The bands λn are determined by using the calibration functions to find the
wavelengths incident on the DMD mirrors i, which are illuminated over the
spectral range of interest. For every other pixel location on the camera, the
calibration functions are used to determine which DMD slit location encodes
each of these wavelength bands. The array m in equation (15) can be circu-
larly shifted depending on the camera pixel, to compensate for the slit location
change for each measurement. As we have demonstrated in Section 3 (Figure 8),
the number of DMD mirrors required to encode the full spectrum is approxi-
mately the same over the entire camera. This is another feature that ensures the
datacube measured is regular and easy to interpret. As there is not a one-to-one
relationship between the slit width and the camera pixel width, the calibration
functions will typically return a non-integer index for the relevant DMD mir-
ror, indicating that the wavelength bands defined by the reference pixel do not
ideally overlap with the DMD mirrors for the majority of the pixels. In this
case, the result is rounded to find the nearest DMD mirror which matches the
reference wavelength band, allowing us to approximate H = I. As we will see
later, this approximation causes non-trivial problems in monochromatic image
quality.

4.3. Issues with the direct reconstruction scheme
The scene was measured using the slit-scanning technique with slit width

1 mirror wide, encoding 269 bands, with exposure time of 100ms, and subse-
quently with slit width of 4 mirrors, encoding 67 bands with exposure time of
25ms. The hyperspectral datacube was reconstructed using equation 15.

A monochromatic image of the region of interest is shown in Figures 11a and
11c, for the wavelength band which contains the sharp spectral peak of the flu-
orescent lamp. The centre wavelength of each spectral band changes depending
whether the slit width is odd or even, so for slit width of 1 the band centre
for the monochromatic image is 609 nm, whilst for slit width of 4 it is 608 nm.
Figures 11b and 11d show a cross-section through the datacube, giving the
spectrum dependent on camera pixel c, when r = 900. The region illuminated
from behind via the LED also contains a contribution from the fluorescent lamp
- due to reflection from the glass. Observing the monochromatic images, it is
immediately apparent that there is a periodic ‘artifact’ which is most obvious
in the region illuminated by the fluorescent lamp. The origin of this artifact
arises from a periodic error in the spectrum, shown in Figures 11b and 11d,
which has spatial frequency dependent on the slit width. In the monochromatic
image, the artifact is much more visually obvious for regions that have sharp
spectral features.

The root cause of the artifact originates from the assumption that H ≈ I
for all pixels, which we approximate by rounding up or down to find the index
of the nearest DMD mirror which matches the reference wavelength bands.
Figure 12 illustrates the cause of this problem more clearly; the reference pixel
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Figure 11: a) Monochromatic image reconstructed using slit width of 1 and b) sub-section
of spectrum for r=900, c) monochromatic image reconstructed using slit width of 4 and d)
sub-section of spectrum for r=900.

B has bands which are perfectly encoded by the DMD slit pattern, but adjacent
pixels A and C are offset by less that the slit width. When a particular slit is
open, the measurement value mn for pixels A and C are thus a mixture of the
spectral bands defined by B. The exact combination depends on the distance
of the offset d. This problem gets worse as the slit width W increases relative
to the pixel size, as we can observe by comparing Figure 11a and Figure 11c,
noting the spatial frequency of the banding.

Although this offset causes an error in spectral measurement, and periodic
artifacts in monochromatic images, it is not often mentioned in the literature.
One point of note is that hyperspectral imagers are often tested using broader
spectral sources which reduce the visibility of these artifacts [26, 17]. It is only
by trying to measure sharp spectral features that the problem becomes apparent.
There has been some discussion on correcting this offset for the particular case
of Hadamard hyperspectral imagers [9, 12, 10], however it is useful to study
the problem for even simpler acquisition schemes to understand a variety of
approaches which could be applicable to a wider range of acquisition schemes.
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Figure 12: The spectral banding in the reconstructed hyperspectral data cube, for Nλ = 4.
Note that the irregular shape of the slit is neglected in this diagram for simplicity.

5. Artifact Correction

There are a few simple methods to correct the periodic artifact arising from
the mismatch between the camera pixel and the DMD slit. Depending on the
scenario one approach may perform better that another, as the artifact is influ-
enced by many factors; slit width, the relative size between mirror and pixel,
point spread function, resolution, and the ‘sharpness’ of the spectral features in
the scene, are all factors which come into play. Another concern to consider is
the extra computational time needed to reconstruct the corrected cube for each
method.

In the following sections we examine the performance of the various ap-
proaches for the case where the slit width is 4 mirrors wide; the artifact in this
case is more significant and it will be easier to assess the results of the different
methods. These techniques are applied here only to a slit scanning type acquisi-
tion scheme - but it should be clear where they may be extended to other types
of acquisition schemes.

5.1. Pixel Binning and Averaging
To begin with, an obvious approach would be to group the camera pixels

together into ‘super-pixels’, which are the same size as the slit width imple-
mented on the DMD. For example, in the case of Figure 12 we would sum the
pixel intensity measured at pixel B and its neighbours to the left and right. The
obvious drawback with this method is the loss in spatial resolution, albeit in one
direction only, as we only need to consider the direction of dispersion - along
the horizontal axis. Pixel binning has been used in some recent works, [19, 17],
although with little discussion of the advantages or disadvantages.

Consider our case; we have a slit comprising of 4 mirrors, and with the DMD
at a 45◦ angle, this gives a slit width of 4× 10.8/

√
2 = 30.55µm, approximately

5.55 camera pixels wide. A non-integer binning method is used to combine 5.55
pixels in the horizontal direction, with the results shown in Figure 13. In the
binned image, the artifact has almost completely vanished, but at a detriment to
the spatial resolution. Any remaining periodic structure in the image may arise
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Figure 13: a) Monochromatic image binned along c using non-integer bin size, b) spectrum
vs super-pixel, where r=900.
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Figure 14: a) Offset a for each camera pixel, determined by the calibration functions, b) close
up on region marked by white box.

due to the combination of two periodic features (i.e. the image and the binning),
resulting in another periodic artifact - similar to a Moire effect. Whilst this
simplistic approach has drawbacks, it is easy to implement and does not require
accurate knowledge of the system itself - any datacube with periodic artifacts
could be binned to reduce them. One could experiment with increasing the
bin size until the artifacts are eliminated, but at the cost of a degraded spatial
resolution.

5.2. Linear Interpolation
The previous method using binning inevitably results in a loss of information

in the datacube. To maintain accuracy, lets consider that the pixels which
are offset are being simply measured using a different wavelength basis to the
reference pixels. According to Figure 12, we define a = d/W as the fractional
offset, where the sign of a gives the direction of the offset, so −0.5 ≥ a > 0.5.
By using linear interpolation we can thus find the measured spectrum in the
wavelength basis of the reference pixel, via
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ointerpolated = (1− |a|)o + |a|o′ (16)

Where o′ is the reconstructed matrix o, cyclically shifted by plus or minus
one, depending on the sign of a. The interpolation method assumes approx-
imately linear dispersion over each band, which is reasonable so long as the
band width is small enough. The first and last bands will not be reconstructed
correctly, so should not contain any useful spectral information.

The value for a must be as accurate as possible, and is found by using the
calibration functions. For slit width of 4 mirrors, a is shown in Figure 14 over the
region of interest. Comparing this Figure to Figure 11c, the close correspondence
between the patterns makes it clear that the offset is the origin of the artifact.

The monochromatic image for the corrected datacube is shown in Figure 15a,
with the spectral cross-section shown in Figure 15b. The contrast of the artifact
has been reduced, but some periodicity remains; this is expected due to typical
problems interpolating data with sharp peaks. Applying this method requires
highly accurate calibration, although the advantage is we maintain much of the
original information in the data cube, and remain true to the ground truth
spectrum without loss of resolution. More advanced methods of interpolation
could be implemented, at a detriment to the computation time.
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Figure 15: Data from reconstructed hyperspectral data cube, corrected via interpolation
method. a) Monochromatic image from acquisition data taken with slit width of 4, b) section
of spectrum for r=900, for slit width 4.

5.3. Matrix Correction
The final method to correct this artifact delves further into the properties of

the filtering matrix H which is applied by the DMD spectral filter. Using the
same definition for offset a as the previous section, the actual filtering matrix
H for a ≤ 0 is given below
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Ha<0 =


1− |a| |a| 0 . . . 0

0 1− |a| |a| . . . 0
0 0 1− |a| . . . 0
...

...
...

. . .
...

|a| 0 0 . . . 1− |a|

 (17)

For values of a > 0, H is the matrix Ha<0 mirrored along the diagonal. In
the original reconstruction method we approximate H−1 ≈ I by rounding a to
zero. The actual matrix H−1 is poorly conditioned as |a| approaches 0.5. As
|a| increases, the matrix H−1 transitions from a sparse diagonal matrix to a
matrix with many significant terms. As such, when a is non zero, determining
the spectrum via o = H−1m requires the combination of many measurement
values mn to find each spectral band on, which amplifies the noise and produces
inaccurate results. Furthermore, when |a| = 0.5 the matrix H is non-invertible.

If we consider the measurements from a pixel which has offset a = −0.5, we
find that each measurement value is the average of two spectral bands defined
by the reference pixel:

mn = 1
2(on + on+1) (18)

In other words, the spectral bands for the pixel lie halfway between each slit
open on the DMD. In this case, it is impossible to manipulate the acquisition
data to obtain more information about the spectrum (hence why for this case
H is singular).

Instead of trying to find the ground truth spectrum o from the measurement
values m, we could instead try to find the approximate spectrum õ, where each
spectral band õn is actually the average of the two original spectral bands.

õn = 1
2(on + on+1) (19)

This matches the measurement made when the pixel is halfway between
mirrors. So we now have

õ = 1
2


1 1 0 . . . 0
0 1 1 . . . 0
0 0 1 . . . 0
...

...
...

. . .
...

1 0 0 . . . 1

o = Xo (20)

Where is should be clear that X = H(a = −0.5). The array of measure-
ments can now be expressed by

m = Ho = HX−1õ = Gõ (21)
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Figure 16: First ten values of fn, in G−1, as a function of |a|.

To find the approximate spectrum õ from the measurements requires an
inversion of the matrix G = HX−1.

õ = G−1m (22)

In turns out that the matrix G is a much easier matrix to work with than H,
as it is always invertible and the inverted matrix never contains a large number
of significant terms. Representing the terms of the matrix by a function fn
which is dependent on a, G−1 is given by

G−1
a>0 ≈


f1(a) f2(a) f3(a) . . .
fN (a) f1(a) f2(a) . . .
fN−1(a) fN (a) f1(a) . . .

...
...

...
. . .



G−1
a<0 ≈


f2(a) f1(a) fN . . . f3(a)
f3(a) f2(a) f1(a) . . . f4(a)
f4(a) f3(a) f2(a) . . . f5(a)
...

...
...

. . .

 (23)

For all values of a we have |fn(a)| > |fn+1(a)|, and many of the terms are
extremely small; which greatly reduces the influence of noise. The first ten terms
of the matrix are shown in Figure 16, for the case where there are 55 spectral
bands. As a sanity check, we see that when a = −0.5 the matrix G−1 = I and
when a = 0 we have G−1 = X.
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This method effectively degrades the spectral resolution by a factor 2, al-
though the number of bands remains the same. The wavelength bands for õ are
also shifted by half a bandwidth compared to o.

The matrix G is used to reconstruct the spectral datacube from the acqui-
sition data, with the results shown in Figure 17. We observe a better reduction
in the contrast of the periodic artifact compared to interpolation, but the fluo-
rescence peak has been broadened. This method remains as close to the ground
truth as possible - there are no approximations made in the analysis of the data,
and similarly to interpolation, this method requires accurate calibration settings
to perform well.

Slit width = 4, Wavelength = 604 nm
Matrix Correction

800 850 900 950 1000
c

800 

850 

900 

950 

1000

r

0

500

1000

1500

2000

(a)

Slit width = 4, Matrix Correction

820 840 860 880 900
Pixel c

675

649

626

604

585

567

551

535

521

508

W
av

el
en

gt
h 

(n
m

)

0

500

1000

1500

2000

(b)

Figure 17: Data from hyperspectral data cube constructed using G a) Monochromatic image
from acquisition data taken with slit width of 4, b) section of spectrum for r=900, for slit
width 4.

5.4. Artifacts Arising from Diamond-shaped Micro-mirrors
Another more minor artifact occurs due to the orientation of the DMD. Due

to the 45◦ rotation, a ‘slit’ on the DMD is actually a column of diamonds,
and thus has a variable width (see Figure 10a). The slit scanning acquisition
scheme approximates the column as a rectangular slit. This approximation is
not accurate for narrow slit widths, and leads to a two-dimensional periodic
pattern in the reconstructed data cube. Figure 18a demonstrates this particular
type of artifact in the monochromatic image of the uncorrected hyperspectral
data cube, where the data was obtained with a slit width of 1 mirror wide. In
this case the artifact is clear even for regions which are illuminated with light
with broad spectral features - here it shows up clearly for the region of the image
illuminated by the LED. The contrast of this artifact is not high, although this
depends on the PSF of the system and the relative sizes between the mirror
and the pixel. In our system, for regions with sharp spectral features this
artifact is dwarfed by the artifact caused by the offset a. In the monochromatic
image, the spatial frequency of the artifact corresponds to the spatial frequency
of the mirrors on the DMD, and as we see in the spectral plane Figure 18b
the periodicity of the artifact is the same as the wavelength bands. Figure 18c
uses the same acquisition data but reconstructs the monochromatic image using
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matrix G, which conveniently smooths the results and removes the artifact. This
artifact could also be resolved by changing the orientation of the DMD, or using
a larger slit width.
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Figure 18: Section of reconstructed datacube of size 100 by 100 pixels, measured with slit width
of 1, a) Uncorrected monochromatic image b) section of spectrum for c=980, c) monochromatic
image reconstructed using G, d) section of spectrum for c = 980

5.5. System design
These artifacts arise mainly from the difference in size and shape of the

DMD mirror and the camera pixel. Ideally, one could select a camera and
a DMD which have identical pixel dimensions, but the range of commercially
available hardware is limited. An alternative method would be to tune the
magnification ratio of lenses L2 and L3 so the imaged DMD mirror corresponds
to the pixel size on the camera. Even in this case, optical distortion in the
prism causes misalignment between the pixel and mirror over the surface of
the camera, although this could be reduced by using a less distortive dispersive
element such as a grating. Eliminating the artifacts by changing the components
places constraints on the system design, and therefore it may be simpler to
address these issues by accurate calibration and post-processing, implemented
by dedicated signal processing hardware.
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6. Results

6.1. Spectral Resolution and Transmission
Figure 19 compares how the measured spectrum differs with slit width, when

the exposure time is the same. Wider slits allow more light to reach the camera,
resulting in an improved SNR, although spectral resolution is degraded. As is
apparent from Figure 19b, the shape of the spectrum seems to differ with the slit
width, as is particularly obvious in the region from 525 to 625 nm. In Figure 20a,
the three spectra have been rescaled according to the slit width, and shown in
comparison to the ground truth spectrum.

The shape of the transmission efficiency spectrum is then found by taking
the ratio between the ground truth spectrum and the measured spectrum, and
is shown in Figure 20b. We see that the transmission spectrum depends on the
slit width itself. The origin of this effect is due to the properties of the DMD;
the DMD is essentially a periodic array of tilted mirrors, and therefore acts as
a grating, meaning that the transmission efficiency can vary with wavelength
[27]. The difference in the transmission spectrum between a slit width of 1 and
2 is particularly apparent, but as more mirrors are added to the slit the shape
of the transmission spectrum stabilizes.

For a given system, the change in transmission due to the diffraction effi-
ciency will depend on several factors; including the angle of the optical axis
to the DMD, the NA of the lenses, and also the acquisition scheme itself (for
example the number of mirrors opened per acquisition). For most cases it may
be simpler to determine the shape of the transmission spectrum empirically on
a case by case basis.

6.2. Monochromatic Images
Now that the artifacts have been corrected and the transmission efficiency

has been determined, we can use the system as a hyperspectral imager. The
test scene consists of a chrome on glass chequerboard, illuminated from the
front with a fluorescent lamp, and from behind with an LED, with a HeNe laser
illuminating a small region. The panchromatic is shown in Figure 10b. The
acquisition data was obtained using a slit-scanning scheme, with a slit width of
2. The exposure time for each acquisition was 50ms. A slit width of 2 gives a
good compromise between spectral resolution and SNR, and also gives a good
compromise between the two different types of artifacts detailed in section 5.
The datacube was reconstructed using the matrix correction method outlined
in section 5.3.

Selected monochromatic images for the entire camera are shown in Figure 21.
Figure 21a at the HeNe laser wavelength shows the laser spot clearly, which is
not present in the other monochromatic images. Figure 21b shows the scene
at a wavelength corresponding to the brightest spectral peak of the fluorescent
lamps, which is reflected from the metallic parts of the mask. At the wavelength
band shown in Figure 21c the spectral intensity of the LED and the lamp are
very close, so the chequerboard pattern is hardly visible. In Figure 21d, the
spectral intensity of the LED is much stronger than the lamp, so we see the
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Figure 19: Comparison of the spectrum measured with a slit width of 1, 2 and 4, for a)
fluorescent lamp, with exposure time 15ms and b) LED with exposure time 30ms.

inverse of the chequerboard pattern in Figure 21c, as in this case the light from
the LED is blocked by the metallic parts of the mask. In short, our results are as
expected and show good spatial resolution with little evidence of any artifacts.
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Figure 20: a) The measured LED spectra re-scaled with background level removed, and
compared to the ground truth spectrum. b) the transmission efficiency as a function of
wavelength, determined by taking the ratio between the measured spectrum and the ground
truth (arbitrary units).

7. Conclusion

The hyperspectral imaging system presented here has been shown to generate
accurate spectral data with a good spatial resolution. One of the advantages
of this system is the small field of view, which limits distortion, and thus the
modelling and calibration of the system is fairly straightforward. In terms of
datacube reconstruction, we have addressed various issues arising from the use
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Figure 21: Monochromatic images from the reconstructed datacube, measured with slit width
of 2 and exposure time 50ms. Wavelength band a) 633 nm corresponding to HeNe laser
wavelength, b) 608 nm corresponding to the strongest peak of fluorescent lamp, c) 538 nm
where the spectral intensity of the lamp and LED are roughly equal, and d) 556 nm where the
spectral intensity of the LED is much brighter than the lamp.

of the DMD, such as artifacts in the datacube, and a non-uniform transmission
spectrum, and we give a few methods for resolving these issues.

The simple slit-scanning acquisition scheme described here provides a use-
ful benchmark with which to compare more complex acquisition schemes. The
property of colocation combined with the re-configurability of the DMD presents
an interesting opportunity to develop an adaptive approach to datacube acqui-
sition, and pursue near-snapshot spectral imaging. The system here is an ideal
prototype to develop such methods.
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Appendix A. Imaging

Appendix A.1. Distortion
We can asses the performance of the system as an imager, by turning all

DMD mirrors to the ‘on’ position, obtaining the panchromatic image on the
camera. A chrome on glass chequerboard target is placed in the focal plane of
the system, and back-lit with a white light LED. The resultant image is shown
in Figure 22. We don’t observe significant distortion, and measurement of the
size of the squares gives a magnification of 0.995. Due to the orientation of the
DMD and the dimensions of the camera, the top right and bottom left corners
of the image are cut off, although the majority of the camera is still available
for use.
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Figure 22: Panchromatic image with chrome on glass checkerboard target.

Appendix A.2. Modulation transfer function
The modulation transfer function (MTF) of the system was determined via

the slanted edge method [28], with results shown in Figure 23. Given a pixel
size of 5.5µm, the system has a resolution of 11µm (defined as the visibility of
21% at the half the Nyquist frequency).
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Figure 23: MTF of system calculated using the slanted edge method.

31



Appendix A.3. Wavelength Dependence of point spread function
As well as assessing the resolution of the system from scene to camera, it is

key to consider the dispersed image of the scene formed onto the DMD. Indeed,
this imaging is key in turning a spatial pattern on the DMD into a spatio-
spectral filter prior to wavelength recombination and imaging on the camera.
As the system is symmetric, one can consider either the imaging of the scene
onto the DMD or equivalently the imaging of the DMD onto camera, the latter
being more practical. We thus characterize the point spread function from the
DMD to the camera, by opening a single mirror on the DMD and recording the
corresponding image on the camera, for many different positions of the mirror
across the DMD surface. Figures 24a and 24b show the collection of images on
the camera when a single mirror is opened on the DMD at various positions.
The scenes are illuminated by two different monochromatic wavelengths. We
see that the point spread function (PSF) is small and does not change much
with wavelength.
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(a)

(b)

Figure 24: Subsection of camera image when a single mirror is opened on the DMD at different
positions on the DMD surface, and the variation of this spot over the surface of the camera,
at a) 532 nm and b) 633 nm.
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Appendix B. Prism Distortion

Prism distortion occurs between the scene and the DMD planes and similarly
between the DMD and the camera planes, both distortions compensating each
other and resulting in the undistorted imaging described in the previous section.
However, to determine the spatio-spectral filtering resulting from a particular
DMD pattern, this distortion has to be properly calibrated. Distortion by the
prism can be calculated by ray tracing in 3 dimensions. We consider that the
initial facet of the prism lies in the (x, y) plane, as in Figure 25. Instead of using
the usual spherical coordinates to describe the angle of the input beam to the
facet, we use notation relating to the location on the scene and the optical axis
(see Figure 4). The angle α depends on the horizontal coordinate on the scene,
and is given by

α = αc + arctan
(x0

F

)
(B.1)

where αc is the angle of incidence for the optical axis at the central wave-
length, as described in Section 3. Similarly, the angle β depends on the vertical
coordinate, and in this case is zero for the optical axis.

β = arctan
(y0

F

)
(B.2)

Figure 25: Schematic showing the angle conventions for the incident ray on the prism.

Using this notation, in the frame defined by the initial facet of the prism,
the ray vector of the incoming light is given by

k0 =

k0x
k0y
k0z

 = k0

u0x
u0y
u0z

 = k0

sinα cosβ
sin β

cosα cosβ

 (B.3)
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To refract the beam through the first facet, it is simpler to reduce the prob-
lem to two dimensions by applying a rotation to the frame of reference around
the z-axis. The ray vector k1 in the rotated frame can be written as :

k1 = Rz(θ)k0 (B.4)

where the angle of rotation θ is such that the ray lies in a plane (x, z), i.e.
k1y = 0. The required angle of rotation is :

θ = − arctan (k0y/k0x) = − arctan (u0y/u0x) (B.5)

Inside the prism, refraction is calculated by Snell’s law. The vector of the
refracted ray is given by

k2 = k0

 u1x
0√

n(λ)2 − u2
1x

 (B.6)

The magnitude of this vector is now n(λ)k0. Undoing the initial rotation
gives the refracted k-vector in the original frame, or the vector of the beam of
light inside the prism.

k3 = Rz(−θ)k2 (B.7)

Now we consider the second facet, which lies at an angle A to the first facet,
where A is the apex angle of the prism. We rotate this frame by −A around
the y axis so the exit facet now lies in the (y, x) plane.

k4 = Ry(−A)k3 (B.8)

Similarly to before, we wish to rotate this frame again so the beam inside
the prism lies in the (x, z) plane. This requires a rotation about the z axis by
angle φ = − arctan(k4y/k4x) = − arctan(u4y/u4x):

k5 = Rz(φ)k4 (B.9)

The k-vector k5 is refracted once more upon exiting the prism:

k6 = k0

 u5x
0√

1− u2
5x

 (B.10)

This vector has magnitude k0. Finally, undoing the two previous rotations
(in the correct order) gives the vector of the final ray exiting the prism.

kout = Ry(A)Rz(−φ)k5 (B.11)

The angle between kout and k0 is the angle of deviation, which varies as
function of β, giving rise to smile distortion. For our system dimensions, the
maximum βmax = 1.61◦, so the field of view is narrow enough that small angle
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approximations can be used, leading to a quadratic relationship between the
change in the horizontal location of the incident light xi dependent on its vertical
location yi.

∆xi ≈ Sy2
i (B.12)

For our system we have S = 1.2042/m at wavelength 550 nm.
The smile distortion is calculated and shown in Figure 26 for wavelengths

400 and 700 nm, compared to experimentally measured data. It’s clear that the
smile distortion in this case is negligibly dependent on the wavelength. These
equations can also be used to determine the extent of keystone distortion if
necessary.
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Figure 26: Smile distortion model for an arbitrary DMD slit position at wavelengths 400 and
700 nm, compared to experimentally measured data at 611 nm.
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