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Input Allocation for the Propeller-Based Overactuated Platform ROSPO

Michele Furci, Carlo Nainer, Luca Zaccarian, and Antonio Franchi

Abstract—We apply input allocation to a redundantly actuated platform driven by tilting aerodynamic propulsion units: the ROtor graSPing Omnidirectional (ROSPO). This platform represents a novel testbed for redundancy allocation designs in propeller driven platforms. The control solution is based on a hierarchical architecture, made of a high level controller for trajectory tracking, and a nonlinear input allocation algorithm. The algorithm exploits the input redundancy to take into account soft constraints associated to physical saturation limits of the actuators, and also induce reduced energy consumption. The actuator dynamics is fully taken into account in the framework and a rigorous proof of asymptotic tracking of time-varying references is guaranteed despite the impossibility of an instantaneous force execution. The experiments on the ROSPO platform clearly show the practicability and effectiveness of the proposed approach, as well as its scalability with different degrees of over-actuation levels.

Index Terms—Mobile Robots, Robot Control, Allocation, Over-actuated Robots, Hierarchical Control.

I. INTRODUCTION

In recent years researchers have tried to overcome the underactuation problem of collinear multirotor UAVs with the use of more generic designs and the addition of more actuators. Two extra servos are used in [1] to tilt the propellers and achieve a multi-directional total thrust force. The platform presented in [2] has six propeller fixedly tilted and is able to generate a total thrust force in many directions by only changing the rotational speed of the propellers. The superiority of this platform, as compared to standard collinear multirotors, has been shown in [3] for tasks involving physical interaction and precise control of the exerted wrench. In [4] the authors propose to add a single servo motor to the design of [2] in order to obtain an over-actuated platform that can tilt all the propellers in a coordinated way. This additional degree of freedom is used to find the best trade-off between multi-directional total thrust and energy efficiency. Finally, the design proposed in [5] has four propellers plus four servo motors to tilt each propeller independently and thus attain an omnidirectional total thrust and over-actuation that is used to minimize the energy consumption. Six or more propellers that can reverse the rotation direction and produce negative lift have been used in [6] and [7] in order to achieve an omnidirectional total thrust force as well.

Each one of the aforementioned works assumes that the system inputs (the propeller speed, the tilt angle, or both) are ideal, i.e., that there is no actuator dynamics and the bandwidth is unlimited. However such limitations are present and cannot be neglected if agile maneuvers are to be obtained. Furthermore, the presence of additional actuators allows exploiting redundant input directions in order to produce a maximally effective action on the system. (see, e.g., the surveys in [8] and [9]).

In this paper we consider a platform, called ROtor graSPing Omnidirectional (ROSPO), which mimics the main dynamic features of overactuated multirotor systems. The ROSPO is also suitable for the emulation of cooperative manipulation of a large load by means of several robots, see e.g., [10], [11], [12]. The ROSPO is composed by a single frame with a variable number of actuation modules, each comprising an orientable turret and a motor-propeller actuator. With respect to a MAV, the ROSPO represents a simplification because its dynamics evolves in the 2D plane and therefore it has only 3 degrees of freedom when compared to the 6 degrees of freedom of a rigid body in the 3D space. Nevertheless, it well represents the input redundancy challenges and to the non-ideal dynamics of the actuators employed in MAVs, such as propellers and servomotors.

We develop here and experimentally test a control paradigm fusing a high-level controller with a static input allocation technique presented in [13]. Our solution is able to mitigate part of the issues arising from the actuation limits by exploiting the redundancy. However we do not directly address the saturation problem as we treat those limits as soft constraints rather than hard ones. In particular, we focus here on steady-state saturations, so that a natural extension of our work would consist of designing anti-windup mechanisms for rigorously dealing with inevitable transient saturation problems (some preliminary results are discussed in [14]). Our method is scalable and its effectiveness is tested in the presence of different actuator configurations. A control law for a similar platform, but without the over-actuation, was proposed by [15]. The over-actuation on 2D motions is instead a well studied problem for ships and vessels as in [16] and is comprehensively discussed in [17], [18]. A preliminary conference version of this paper has been presented in [19], where only simulation results have been shown on a three-turrets configuration. The main differences with respect to that conference version are: 1) the presentation of the overall method is streamlined and improved; 2) we provide a more detailed level of formalism; 3) we present the design and realization of the experimental ROSPO platform; 4) we present the implementation and testing with real experiments of the proposed method on
the platform with both three and four turrets, showing the scalability and the experimental effectiveness of our solution.

The paper is organized as follows: Section II presents the platform and its dynamical model. Section III describes the control architecture for the system, and Section IV presents the experiments on the ROSPO platform.

II. MECHATRONICS DESIGN AND MODEL

A. Mechatronics Design

The ROSPO platform (in Figure 1) is composed by a rigid rectangular aluminum frame sustained by omnidirectional passive spherical wheels (“ball transfer unit”) allowing for 2D movements with relatively low friction. On top of the frame, a variable number of actuator modules can be mounted, to allow for a flexible configuration. An actuator module consists of a rotating turret carrying a propeller driven by a BLDC motor, as shown in Figure 2. The actuator modules can be attached virtually anywhere and in arbitrary number.

![Fig. 1. The ROSPO platform in a four-turrets configuration.](image)

Each module generates a force, whose intensity and direction in the plane can be changed by varying the speed of the propeller and the orientation of the turret, respectively. The turret is driven by a multi-turn servo motor, allowing for multiple complete rotations of the turret. The rotations are however also limited by the winding of the power cables of the motors. At the center of the platform the on-board electronics is placed, as well as the battery to power the system. The electronics include: an autopilot board, a board with 6 Electronic Speed Controllers (ESC), an Arduino board, and an ODROID single board computer. The autopilot board includes an IMU that allows retrieving the angular velocities from the gyroscopes board computer. The autopilot board includes an IMU that allows to control in a closed-loop fashion (with a refresh rate

![Fig. 2. Details of one actuator module of the ROSPO.](image)

charge of running the control algorithm present in the paper, the high-level software architecture, the wi-fi communication, the motion capture interface and the estimation filters.

For the experiments, two sample configurations were used, one involving three turrets and a second one involving four turrets. Infrared reflective markers were placed on the structure and the turrets, for the motion capture system to retrieve the position and orientation of the platform and turrets at 100 Hz, to be used in the state estimation filters.

![Fig. 3. Schematic representation of the ROSPO platform in the four-turrets configuration, and main symbol definitions.](image)

B. Equations of Motion

Figure 3 shows the ROSPO platform schematic representation including the main symbol definitions. To describe the dynamical model of the platform we have to define two reference systems $\mathcal{V}$ and $\mathcal{B}$. $\mathcal{V}$ is the fixed ‘world’ inertial frame while $\mathcal{B}$ is the body frame whose origin is the Center of Mass (CoM) of the platform and whose axes are aligned with the platform itself. The system dynamics can be defined by the following differential equations:

$$
\begin{align}
\dot{\mathbf{p}} &= \mathbf{v} \\
\mathbf{m} \ddot{\mathbf{v}} &= \sum_{i=1}^{n} \mathbf{R}(\psi) \mathbf{f}_i^B + \mathbf{f}_{r,p}(\mathbf{v}) \\
\dot{\mathbf{v}} &= \omega \\
\mathbf{j} \dot{\omega} &= \sum_{i=1}^{n} (\mathbf{\Pi} \mathbf{r}_i)^T \mathbf{f}_i^B + \mathbf{f}_{r,\psi}(\omega) \\
\dot{\theta}_i &= \mathbf{u}_{\theta,i} \\
\dot{\psi}_i &= \mathbf{u}_{\psi,i} \\
\mathbf{f}_i^B &= k_w w_i^2 \begin{bmatrix} \cos(\theta_i) \\ \sin(\theta_i) \end{bmatrix} \quad \text{for } i = 1, \ldots, n
\end{align}
$$

where $m$ and $j$ are constant scalars representing the total mass and moment of inertia of the system, $\mathbf{p} = [p_x \quad p_y]^T \in \mathbb{R}^2$ is the position of the center of mass of the system in $\mathcal{V}$, $\mathbf{v} \in \mathbb{R}^2$ the velocity of the center of mass of the system in $\mathcal{V}$, $\psi \in \mathbb{R}$ is the yaw angle (attitude) of the system defined as the angle between the $x$ axes of $\mathcal{B}$ and $\mathcal{V}$, $\omega$ is the angular velocity of the platform, $\mathbf{R}(\psi) = \begin{bmatrix} \cos(\psi) & -\sin(\psi) \\ \sin(\psi) & \cos(\psi) \end{bmatrix} \in SO(2)$ is the rotation matrix transforming the orientation from $\mathcal{B}$ to $\mathcal{V}$, $\mathbf{f}_i^B \in \mathbb{R}^2$ are the forces produced by each actuator module, expressed in $\mathcal{B}$, $\mathbf{f}_{r,p}$ and $\mathbf{f}_{r,\psi}$ the friction forces and torque respectively, $\mathbf{r}_i \in \mathbb{R}^2$ are the positions of each actuator module expressed in $\mathcal{B}$, $\mathbf{\Pi} = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$, $\theta_i$ is the angle of the $i$-th actuator module expressed in $\mathcal{B}$, defined as the angle between the produced force and the $x$ axis of $\mathcal{B}$, $\mathbf{u}_{\theta,i}$ and $\mathbf{u}_{\psi,i}$ is the spinning rate of the $i$-th actuator module, $w_i$ is the spinning rate of the propeller of $\mathbf{f}_i^B$. 

In the experiments on the ROSPO platform.
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each actuator module, \(u_{w,i}\) is the spinning acceleration, with \(i = 1, \ldots, n\) and \(k_w > 0\) is a constant aerodynamic parameter. Equations (1a) can be referred to as the platform model, while equations (1b) as the actuators’ dynamics. The reaction torque induced on the the platform dynamics by the turret actuation is neglected because of its negligible effect (the two inertias are roughly 2 orders of magnitude apart).

Note that we wrote the actuator dynamics (1b) by recognizing that an instantaneous variation of \(\theta_i\) or \(w_i\) is not possible. Therefore, it makes sense to consider \(\dot{\theta}_i = u_{\theta,i}\) and \(\dot{w}_i = u_{w,i}\) as the actual inputs. With this strategy we may well represent the rate limitations of the actuators as input constraints on \(u_{\theta,i}\), \(u_{w,i}\) and their maximum excursions as state constraints on \(\theta_i\) and \(w_i\). In particular we enforce:

\[
\begin{align*}
\frac{\theta_1}{\theta_i} & \leq \frac{\theta_i}{\theta_i} \leq \frac{\theta_i}{\theta_i}, \\
\frac{w_1}{w_i} & \leq \frac{w_i}{w_i} \leq \frac{w_i}{w_i}, \quad \text{for } i = 1, \ldots, n
\end{align*}
\]  

(2)

where all the underlined and overlined terms are constant scalar values. Constraints (2) imply that the spinning rates of the propellers and the angle of the actuator turrets are both limited, as well as the inputs to control them (due to electro-mechanical and power limitations of the actuators). The angle of each turret is limited due to servo-motors limitations, while the maximum propeller speed is limited for power and dissipation reasons. Finally the minimum propeller speed is due to the fact that Electronic Speed Controllers (ESC) without hall sensors (namely most of the commercial ESC) do not perform well at low speed.

Equation (1) can be written in a more compact way as:

\[
\begin{align*}
\dot{\theta}_i & = u_{\theta,i} \\
\dot{w}_i & = u_{w,i} \\
f_i & = k_u w_i^2 \left( \cos(\theta_i) \right) \sin(\theta_i)
\end{align*}
\]

where \(f = \sum_{i=1}^n f_i \in \mathbb{R}^2\) and \(\tau = \sum_{i=1}^n (\Pi \Gamma_i) f_i \in \mathbb{R}\) can be well understood as the total force and torque applied to the system by the actuators.

**C. Friction forces**

Particular attention should be given to the modeling of non-negligible friction forces and torques \(f_{r,p}\) and \(f_{r,\psi}\) that must be compensated for in the control law. The friction is mainly generated by the four ball-transfer-unit attached to the base, to allow for omni-directional movements. Based on [20], we use here the differentiable friction force model:

\[
\begin{align*}
\mu(s) &= \gamma_1 \tanh(\gamma_2 s) - \tanh(\gamma_3 s) + \gamma_4 \tanh(\gamma_5 s) + \gamma_6 s
\end{align*}
\]

(4)

where \(\gamma_1, \gamma_2, \gamma_3, \gamma_4, \gamma_5, \gamma_6\) are constant coefficients to be identified and \(s\) is the scalar velocity. As discussed in [20], despite the absence of an actual discontinuity, static friction can be approximated by \(\gamma_1 + \gamma_4\), the Stribeck effect is captured by the term \(\tanh(\gamma_2 s) - \tanh(\gamma_3 s)\), Coulomb friction is modeled by coefficients \(\gamma_4\) and \(\gamma_5\) and viscous dissipation is associated to coefficient \(\gamma_6\). Directly applying (4) to the two components of \(v\) results in an imprecise model, because the friction force should always be opposite to the velocity vector \(v\).

We then propose the following modification, preserving the differentiability property when \(v \neq 0\):

\[
\begin{align*}
\mathbf{f}_{r,p}(v) &= \begin{cases} 
\mu(|v|) \frac{v}{|v|}, & \text{if } v \neq 0 \\
0, & \text{if } v = 0
\end{cases}
\end{align*}
\]

(5)

On the other hand, for the rotational friction we may use:

\[
\begin{align*}
\mathbf{f}_{r,\psi}(\omega) &= d \mu(\omega)
\end{align*}
\]

(6)

where \(d\) is the distance of the wheels from the center of gravity (CoG), supposing that the four wheels are placed along a circle of radius \(d\) around the CoG.

The time derivative of (5) for \(v \neq 0\) is computed as follows by using \(\frac{d}{dt} (\frac{v}{|v|}) = \frac{v}{|v|} + \frac{d}{dt} \frac{v^T v}{2} = \left(1 - \frac{v v^T}{v^T v}\right) \frac{\dot{v}}{|v|}\) and \(\frac{d}{dt} \mu\left(|v|\right) |\dot{v}| v^T:\)

\[
\begin{align*}
\mathbf{f}_{r,p}(v) &= \left(1 - \frac{v v^T}{v^T v}\right) \mu(|v|) + \frac{v v^T}{v^T v} \mu'\left(|v|\right) \frac{\dot{v}}{|v|},
\end{align*}
\]

(7)

where \(\mu'\) is the derivative of \(\mu\). In our practical implementation, for small values of \(|v|\) we have implemented a smooth dead-zone, as customarily done in these cases to avoid problems induced by the velocity measurement noise.

Disregarding the Stibeck effect (coefficients \(\gamma_1, \gamma_2, \gamma_3\) are set to zero) and viscous dissipation, which is negligible at the considered speed (coefficient \(\gamma_6\) is set to zero), we may account for Coulomb friction by properly tuning coefficients \(\gamma_4, \gamma_5\) within the simplified model

\[
\begin{align*}
\mu(s) &= \gamma_4 \tanh(\gamma_5 s) \\
\mu'(s) &= \gamma_4 \left(1 - \tanh^2(\gamma_5 s)\right) \gamma_5
\end{align*}
\]

(8)

(9)

Finally, the time derivative of expression (6) is given by:

\[
\dot{f}_{r,\psi}(\omega) = d \gamma_4 \left(1 - \tanh^2(\gamma_5 \omega)\right) \gamma_5 \dot{\omega}.
\]

(10)

**III. CONTROL ARCHITECTURE**

We design a hierarchical control architecture with a high level unit providing trajectory tracking of the three degrees of freedom of the ROSPO, and a low level control allocation unit that handles the over-actuation arising from having \(n \geq 2\) turrets. As shown in Figure 4, the high level controller specifies a desired wrench \(u_{v,c}\) to be applied to the system’s center of mass, while the low level allocation action implements such a request on the actual wrench \((f, \tau)\) while taking into account a soft version of constraints (2). With this allocation strategy, the high level controller perceives the actuators and the allocator as a first-order linear filter (whose eigenvalue is a design parameter), making it easy to consider this virtual dynamics in the design of the high-level controller.

**A. Static Allocation**

Based on [13], for the control allocation algorithm, consider a virtual control \(u_v \in \mathbb{R}^n_a\), a number of redundant actuators \(n_a > n_{w}\) and a commanded virtual control \(u_{v,c} \in \mathbb{R}^{n_w}\) coming from a high level controller. The actuators should obey a first-order (possibly coupled) dynamics:

\[
\dot{x}_a = f(x_a) + g(x_a) u_v, \quad u_v = h(x_a)
\]

(11)
where \( x_a \) are the actuators’ states, \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \) represents the actuator dynamics, \( g : \mathbb{R}^m \rightarrow \mathbb{R}^{n \times n} \) maps the commanded virtual control to the actuator states and \( h : \mathbb{R}^n \rightarrow \mathbb{R}^{n \times v} \) maps the actuator states to the virtual control. For the ROSPO and from (1), we have \( n_a = 2n \) and \( n_u = 3 \) with selections

\[
x_a = \begin{bmatrix} w_1 & \theta_1 & \cdots & w_n & \theta_n \end{bmatrix}^T \quad (12a)
\]

\[
u = \begin{bmatrix} u_{w_1} & u_{\theta_1} & \cdots & u_{w_n} & u_{\theta_n} \end{bmatrix}^T \quad (12b)
\]

\[
f(x_a) = 0, \quad g(x_a) = I \quad (12c)
\]

\[
h(x_a) = \begin{bmatrix} \sum_{i=1}^n w_i^2 \cos(\theta_i) \\
\sum_{i=1}^n \| \Pi_{\mathbb{R}}^i \|^2 w_i^2 \sin(\theta_i) \end{bmatrix} \quad (12d)
\]

showing that maps \( f \) and \( g \) are linear, while the challenging nonlinearity resides in the output function \( h \).

The allocator generates \( u \) such that \( \lim_{t \rightarrow \infty} \| u_v - u_{v,c} \| = 0 \), while using the gradient of a cost function \( J : \mathbb{R}^n \rightarrow \mathbb{R} \) arising from a soft version of constraints (2), taking into account via suitable penalty terms. In particular, the static allocation control is given by:

\[
u = g(x_a)^{-1}(-f(x_a) + u_v - u_P) = u_v - u_P \quad (13a)
\]

\[
u_y = \gamma_y \nabla h(x_a) \left( \nabla h(x_a)^T \nabla h(x_a) \right)^{-1}(u_v - h(x_a)) \quad (13b)
\]

\[
u_J = \gamma_J \nabla \perp h(x_a) \nabla J(x_a) \quad (13c)
\]

with \( \nabla (\cdot) \) indicating the gradient of a function and \( \nabla \perp h(x_a) \) being the following projection matrix:

\[
\nabla \perp h(x_a) = I - \nabla h(x_a) \left( \nabla h(x_a)^T \nabla h(x_a) \right)^{-1} \nabla h(x_a)^T \quad (13b)
\]

The two terms \( u_P \) and \( u_J \) guarantee respectively the regulation condition and the optimality condition. The positive gain \( \gamma_P, \gamma_J \in \mathbb{R}^+ \) is used to adjust the speed of the linear first order filter governing the dynamical relationship between \( u_{v,c} \) and \( u_v \). Instead, gain \( \gamma_J \in \mathbb{R}^+ \) is used to adjust the speed of the allocation term that minimizes cost \( J \). Based on (2), we intuitively select the cost function \( J \) as

\[
J = \sum_{i=0}^n \left( \mu_1 \left( \frac{\dot{u}_{i}}{\Delta u_{i,j}} \right)^6 + \mu_2 \left( \frac{\dot{\theta}_{i}}{\Delta \theta_{i,j}} \right)^6 + \mu_w u_i^2 \right) \quad (14)
\]

with:

\[
\dot{u}_i = u_i - u_{m,i} \quad \dot{\theta}_i = \theta_i - \theta_{m,i} \\
\Delta u_{i,j} = w_{j} - w_{i} \quad \Delta \theta_{i,j} = \theta_j - \theta_i \\
\quad w_{m,i} = \frac{w_i + w_j}{2} \quad \theta_{m,i} = \frac{\theta_i + \theta_j}{2}
\]

and where \( \mu_1, \mu_2, \mu_w \) are positive scalar weights.

The first two terms in (14) impose a soft version of the actuator constraints (2) focusing on steady-state saturation effects, but not fully addressing and solving a hard version of these constraints. This more challenging goal would require additional anti-windup mechanisms to be added on top of our solution (see [14] for some preliminary results). In this paper we provide theoretical results about the uncontrolled dynamics (1) controlled by (13) essentially disregarding the transient saturation effects. The third term in (14) penalizes high rotational speeds of the propellers, to reduce the energy consumption of the platform.

The following lemma establishes two desirable properties of the allocation scheme, comprising first-order linear dynamics between the commanded virtual control and the actual virtual control, and asymptotic convergence to the optimal allocation, as established by cost \( J \). Its proof is omitted because it is an immediate consequence of the results in [13].

**Lemma 1:** If \( \text{rank}(\nabla h(x_a)) = 3 \), then system (1b) augmented with allocator (13a)-(12d) is such that:

1. for each initial condition \( \theta_i(0), u_i(0) \) and virtual commanded input \( t \rightarrow u_{v,c}(t) \), the virtual control satisfies:

\[
\dot{u}_v = -\gamma_P (-u_v + u_{v,c})
\]

2. for any constant selection of \( u_{v,c} \), cost \( J \) defined in (14) converges to the constrained minimum \( J^* \):

\[
J^* = \min_{x_a \in \mathbb{R}^n} J(x_a), \text{ subject to } h(x_a) = u_{v,c}.
\]

Since Lemma 1 requires \( \text{rank}(\nabla h(x_a)) = 3 \), we prove below that, as long as \( n \geq 2 \) (i.e., there is some level of redundancy), this condition is verified as long as the turrets are placed in different positions.

**Lemma 2:** If \( r_i \neq r_j \) for all index pairs \( i \neq j \) in \( \{1, \ldots, n\} \) and there exist indexes \( h, k \) in \( \{1, \ldots, n\} \) such that \( w_h \neq 0, w_k = 0 \), then function \( h \) in (12d) satisfies \( \text{rank}(\nabla h(x_a)) = 3 \).

**Proof:** Note that \( \nabla h \) is the stacking of rows \( k \in \mathbb{W}, T_i := k_w \begin{bmatrix} 2w_{i} & 0 & 0 \cos(\theta_i) & \sin(\theta_i) \end{bmatrix} \begin{bmatrix} 0 & w_{i}^2 & -\sin(\theta_i) \cos(\theta_i) & -\sin(\theta_i) \sin(\theta_i) \end{bmatrix} \cos(\theta_i) \sin(\theta_i) \cos(\theta_i), \text{ for } i = 1, \ldots, n \). Let us only consider a selection \( M \) consisting in the four rows of \( \nabla h \) associated to the nonzero speeds \( w_h, w_k \). Clearly \( \text{rank}(M) \leq \text{rank}(\nabla h) \). In addition, \( k_w > 0 \) and \( w_h \neq 0, w_k \neq 0 \) imply that \( \text{rank}(M) = \text{rank}(M) \), where \( M := \left\{ T_h \right\} \). After some calculations, we get

\[
M^T M = \begin{bmatrix} 2 & 0 & r_{y_h} & r_{y_k} \\
0 & 2 & -r_{x_h} & -r_{x_k} \\
r_{y_h} & r_{y_k} & r_{x_h} & r_{x_k} \\
r_{y_k} & r_{y_h} & r_{x_k} & r_{x_h} \end{bmatrix},
\]

whose determinant corresponds to \( 2(r_{x_h} - r_{x_k})^2 + 2(r_{y_h} - r_{y_k})^2 \), which is clearly zero if and only if \( r_{x_h} = r_{x_k} \) and \( r_{y_h} = r_{y_k} \). ■
B. High Level Controller

Based on item (1) of Lemma 1, the allocator and the actuators can be considered by the high level controller as a first order linear filter having a pole in $-\gamma_p$. The equivalent system is represented in Figure 5 and can be written as:

$$\begin{align*}
m\dot{v} &= R(\psi)S_1 u_v + f_r, p(v) \\
\dot{\psi} &= S_2 u_v + f_r, \psi(\omega) \\
\dot{u}_v &= \gamma_p (u_v - u_{v,c}),
\end{align*}$$

(16)

where $u_{v,c} \in \mathbb{R}^3$, $u_v \in \mathbb{R}^3$ are the states of the first order linear filter, $S_1 = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{bmatrix}$, $S_2 = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{bmatrix}$ and functions $f_r, p(v)$, $f_r, \psi(\omega)$ represent friction effect as defined in Section II-C.

The goal is to design a high level controller that stabilizes (16) for a trajectory tracking purpose. The desired trajectory can be expressed as $p_R(t)$, $\dot{p}_R(t)$, $\ddot{p}_R(t)$, where $p_R(t) \in \mathbb{R}^3$ is a desired position trajectory in time, $\psi_R(t) \in \mathbb{R}$ a desired attitude trajectory and the subsequent functions are their time derivatives.

We define the tracking error variables as:

$$\begin{align*}
\bar{p}(t) &= p(t) - p_R(t) \\
\bar{\psi}(t) &= \psi(t) - \psi_R(t).
\end{align*}$$

(17)

The goal of the high-level controller is to ensure $\lim_{t \to \infty} \bar{p} = 0$ and $\lim_{t \to \infty} \bar{\psi} = 0$, namely the trajectory converges to the desired path.

To this end, we propose the following selection:

$$u_{v,c} = B^{-1}(\bar{u}_v - Au_v) - K\bar{u}_v$$

(18)

where $A = -\gamma_p I_3$, $B = \gamma_p I_3$ and $K \in \mathbb{R}^{3 \times 3}$ is a gain matrix such that $A - BK$ is Hurwitz. Selection (18) uses the feedforward signal

$$u_v^* = \begin{bmatrix} m R^T(\psi) \left(-k_p \bar{p} - k_D \bar{\dot{p}} + \bar{p}_R - \frac{f_r, p(v)}{m} \right) \\
\frac{1}{j} \left(-k_{P, \psi} \bar{\psi} - k_{D, \psi} \bar{\dot{\psi}} + \bar{\psi}_R - \frac{f_r, \psi(\omega)}{j} \right)
\end{bmatrix}$$

(19)

with $\bar{u}_v = u_v - u_v^*$ and where the four positive gains, $k_p \in \mathbb{R}^{>0}$, $k_D \in \mathbb{R}^{>0}$, $k_{P, \psi} \in \mathbb{R}^{>0}$, $k_{D, \psi} \in \mathbb{R}^{>0}$, assign a PD like behavior of the translational and rotational dynamics.

Controller (18), (19) ensures a desirable closed-loop behavior with the equivalent dynamics (16). This is established in the next lemma.

Lemma 3: Consider the feedback interconnection between plant (16) and controller (18), (19). For these dynamics, the point $(\bar{p}, \bar{\psi}, \bar{\dot{p}}, \bar{\dot{\psi}}, \bar{u}_v) = 0$ is globally exponentially stable.

Proof: Let us write the error system (avoiding the $(t)$ for the sake of compactness) by initially replacing $u_v$ in (16) with the feedforward input $u_v^*$:

$$(\begin{array}{c} \dot{\bar{p}} = \bar{v} \\
\dot{\bar{\psi}} = \bar{v} - \bar{p}_R \\
\dot{\bar{\dot{p}}} = -k_p \bar{p} - k_D \bar{\dot{p}} - \bar{p}_R \\
\dot{\bar{\dot{\psi}}} = \bar{\dot{\psi}} - \bar{\psi}_R \\
\dot{\bar{\dot{\dot{\psi}}}} = -k_{P, \psi} \bar{\psi} - k_{D, \psi} \bar{\dot{\psi}} - \bar{\psi}_R \\
\dot{\bar{\dot{\dot{\dot{\psi}}}}} = \bar{\dot{\dot{\dot{\psi}}}} - \bar{\dot{\dot{\dot{\psi}}}}_R
\end{array})$$

(20)

Dynamics (20) is linear and globally exponentially stable (GES) for any positive selection of the PD gains $k_p$, $k_D$, $k_{P, \psi}$, $k_{D, \psi}$, and from linearity it is also input-to-state stable from any additive input perturbing the right hand side.

In the next step of the proof, we study the evolution of $\bar{u}_v = u_v - u_v^*$ to take into account that dynamics (16) is actually driven by $u_v$ (and not $u_v^*$ as in (20)). With simple manipulations and using selection (18), we obtain

$$\dot{\bar{u}}_v = \bar{u}_v - \dot{\bar{u}}_v^* = Au_v + Bu_{v,c} - \dot{\bar{u}}_v^* = (A - BK)\bar{u}_v,$$

(21)

(22)

which is clearly GES because $A - BK$ is Hurwitz by construction. The overall error system is the cascaded interconnection of two exponentially stable linear systems, where $\bar{u}_v$ can be seen as a disturbance driving the lower subsystem (20). Global exponentially stability of the origin than follows from standard results on cascaded linear systems.

C. Overall Control Structure

According to the scheme of Figure 4, the overall control architecture corresponds to selecting $u_v$ as in (13) with the commanded virtual control $u_{v,c}$ defined in (18). The term $\bar{u}_v^*$ appearing in (18) can be rewritten explicitly as:

$$\begin{align*}
\dot{\bar{u}}_v &= \begin{bmatrix} m R^T(\psi) (S(\psi)v + v_d) \\
\frac{1}{j} \left(-k_{P, \psi} \bar{\psi} - k_{D, \psi} \bar{\dot{\psi}} + \bar{\psi}_R - \frac{f_r, \psi(\omega)}{j} \right)
\end{bmatrix}
\end{align*}$$

with:

$$\begin{align*}
v &= -k_p \bar{p} - k_D \bar{\dot{p}} + \bar{p}_R - m^{-1}f_r, p(v), \\
v_d &= -k_{P, \psi} \bar{\psi} - k_{D, \psi} \bar{\dot{\psi}} + \bar{\psi}_R - m^{-1}f_r, \psi(\omega),
\end{align*}$$

and $S(\psi) = \begin{bmatrix} 0 & \psi \\ -\dot{\psi} & 0 \end{bmatrix}$. It can be noticed that to implement this controller, one needs: (a) to measure $u_v$, which actually depends on the forces $f^B_r$, depending in turn by the states $u_i$ and $\theta_i$, which are provided by the ESC controller and the turret servo-motor encoder, respectively; (b) to measure the acceleration $\bar{p}$ and the angular acceleration $\bar{\psi}$, which can be both measured using a gyroscope and a pair of accelerometer placed on two different locations on the platform, or by mean of a simple observer for a double integrator system; (c) availability of the third derivatives of the reference $\bar{p}_R$, $\bar{\psi}_R$ which can be provided by a suitable trajectory generation; (d) knowledge of the derivatives of the friction forces, as defined in Section II-C. Because of these requirements the reference trajectories have to be class $C^3$ functions of time.

Regarding the availability of the measurements for feedback, we emphasize that the linear error dynamics (20), (22) helps in dealing with possible estimation transients. The use of asymptotic estimators instead of direct measurements not only helps in the case when certain sensors are not available.
but may also be a useful means to suitably filter some possibly noisy measurement outputs.

With this overall scheme in place, the following main result is a direct consequence of Lemmas 1, 2 and 3.

**Theorem 1:** Consider some class $C^3$ functions $p_R(t),\psi_R(t)$ as desired position and attitude trajectories for the platform. Consider the overall closed-loop system (1), (12), (13), (18), (19). Consider a cost function $J : \mathbb{R}^{n_u} \rightarrow \mathbb{R}$. The overall closed-loop system is such that:

(i) The trajectories $p(t),\psi(t)$ of system (1) converge globally and exponentially to $p_R(t),\psi_R(t)$.

(ii) The commanded virtual control $u_{v,c}(t)$ converges to: $u_{v,c}(p_R(t),\psi_R(t))$ that only depends on the reference trajectories and its derivatives.

(iii) For any constant reference trajectory leading to a constant value of $u_{v,c}$, $x_n$ converges to a stationary point of

$$J(x_n), \quad \text{subject to} \quad h(x_n) = u_{v,c}.$$  

In particular, if $J$ restricted to $h(x_n) = u_{v,c}$ is strongly convex, then $x_n$ converges to the global minimum of (23).

**Sketch of the proof.** Items (i) and (ii) follow from combining Lemma 3 and Lemma 1, where the assumptions of Lemma 1 hold based on Lemma 2. About item (iii), the proof follows from [13, Thm 1] after noticing that any constant (therefore bounded) reference, combined with the result of items (i), (ii) produces a bounded commanded virtual control $u_{v,c}(t)$.

We emphasize that Theorem 1 establishes results for the unconstrained dynamics (1), where (2) are treated as “soft” constraints embedded in the allocation design. Extending this result to the case of hard constraints requires characterizing suitable classes of reference signals and possibly bounded regions of attraction, which go beyond the scope of this work.

**IV. EXPERIMENTS**

Two sets of experiments were conducted on the ROSPO to validate our design. In the first set (Section IV-A) we illustrate the ability of the allocator to induce a first order response between the virtual commanded input and the commanded input. The second set of experiments (Section IV-B) apply the overall hierarchical control architecture to two configurations of the ROSPO with three and four turrets, when tracking an eight-shaped reference trajectory. The results well illustrate the scalability of the proposed design.

**A. Experiment 1: Allocator**

In this experiment, a sequence of steps of desired wrenches are requested to the allocator while varying $\gamma_P$, to validate the linear dynamic behavior established in Lemma 1. In particular the following wrenches are requested in sequence: a force of $8N$ on the $x$-axis, a force of $-8N$ on $x$-axis, a torque of $2Nm$, and finally a torque of $-2Nm$.

The results can be seen in Figure 6. From the figure we well appreciate the linear first-order response associated to gain $\gamma_P$. The larger the $\gamma_P$, the smaller the settling time. However for $\gamma_P$ larger than 4 we start to notice some slight overshoots effects, especially in the torque dynamics. Such an overshoot can be well explained by effects of unmodeled dynamics, which start becoming relevant at those speeds. This is why $\gamma_P = 4$ was chosen for the next experiment.

**B. Experiment 2: Trajectory Tracking**

In this experiment the platform tracks an eight-shaped trajectory. The experiment allows to test the whole control architecture presented in this paper. We comparatively test two configurations with three and four actuator turrets.

The reference trajectory for the high-level controller is the following:

$$
\begin{cases}
p_{R,x}(t) = \rho_x \cos(c_1 t) \\
p_{R,y}(t) = \rho_y \sin(c_2 t) \\
\psi_R(t) = 0
\end{cases}
$$

with $\rho_x = 1$, $\rho_y = 0.6$, $c_1 = 0.4$, $c_2 = 0.8$. The reference yaw is zero all along the trajectory. To have a $C^3$ reference function as requested by Theorem 1, a degree 8 polynomial trajectory is used to join the initial condition of the platform to the eight-shaped trajectory. Degree 8 is needed to impose the initial and final conditions and to allow continuity up to the third derivative.

We repeated the experiment with $n = 4$ and $n = 3$, i.e. with 4 and 3 turret modules. Between the two experiments, no control parameters were modified, to test the validity of the algorithm across multiple configuration scenarios. From a practical viewpoint, the 3 turrets configuration was simply obtained by disabling one of the 4 installed turrets. The physical parameters appearing in dynamics ((1a) and (1b)) were identified as $m = 6$ kg, $j = 0.61 \text{kgm}^2$ and $k_w = 6.5 \cdot 10^{-4}$ $N\text{m}^2$. The inertia was estimated considering the mass of the main components of the system (bars of the frame, turrets, electronics, wheels, etc) and applying Huygens-Steiner theorem. The scalar gain $k_w$ was estimated on a test bench with a 6-axis force sensor, using a commercial BLDC motor, and a custom ESC with closed-loop speed control [21].

The four actuator modules have the following positions $r_1 = [0.37, -0.195]$, $r_2 = [0.302, 0.196]$, $r_3 = [-0.358, 0.189]$ and $r_4 = [-0.391, 0.19]$. In the experiment with $n = 3$, the
For the high-level controller we considered the following proportional and derivative gains ensuring a desirable linear response of the linear error dynamics \((p, \dot{v}, \dot{\psi}, \dot{\omega})\): \(k_p = 20.7\), \(k_{P,v} = 10.4\), \(k_d = 9.1\) and \(k_{D,v} = 6.45\). Matrix \(K\) was selected with a pole placement algorithm, placing the eigenvalues of the dynamics at \([-3, -3, -3]\) which is a reasonable choice in terms of the experienced input size. These values were chosen in order to keep the inputs \(u_{w,i}\) and \(u_{\theta,i}\) reasonably below their maximal values.

Finally, for the cost function (14) in the allocator block we had to consider the following physical constraints of the actuators: \(\bar{\omega}_r = 100\) Hz, \(\bar{\omega}_i = 18\) Hz, \(\bar{\theta}_i = 4\pi\) and \(\bar{\theta}_t = -4\pi\). The weight parameters in (14) have been selected as \(\mu_1 = 300\), \(\mu_2 = 750\) and \(\mu_w = 1/2000\), in order to have comparable values of the penalty terms appearing in (14) and corresponding to the different soft saturations imposed by the allocation strategy.

The following allocation gains were used: \(\gamma_p = 4\) and \(\gamma_J = 30\) and the sampled-data control loop was executed at 100 Hz.

Figures 7 and 8 show in dashed line the desired path and in solid red line the actual path followed by the platform. The maximum error is 0.035 m on the \(x\) and \(y\) axes and 3 degrees for the yaw angle for the experiment with \(n = 4\) turrets. The maximum error is 0.07 m on the \(x\) and \(y\) axes and 10 degrees for the yaw angle for the experiment with \(n = 3\) turrets. The position along the \(y\) axis has also a tracking error bias of about 0.02 m, probably due to the floor not being perfectly flat, which results in a constant disturbance arising from the gravity force.

A top view of the reference trajectory and the position tracking for the two experiments is clear in Figure 9. The reasons for the reduced tracking precision with \(n = 3\) turrets may include the following aspects:

- **Positiveness:** since the propellers can only revolve at positive rotational speed, they can produce only positive thrust. Hence 3 positive thrusts (considering \(\theta_i\) fixed) cannot span the whole \(\mathbb{R}^3\) space of the virtual input. To obtain the desired input, the allocator has to make large use of the turret’s orientation, reaching very often input saturation.
- **Aggressive trajectory:** the requested trajectory is quite demanding in terms of virtual input, so with 3 modules only, both state and input saturations are often reached.

Both the previously described phenomena can be appreciated in Figure 10, where we can notice that the state saturation for \(w_i\) is often reached, and both \(w_i, \theta_i\) change very rapidly (\(\theta_i\) reaching often the input saturation limits).

The effect of the allocator and of its term \(u_J\) is evident in Figure 11, showing the evolution of the cost function in two experiments with \(\gamma_J = 0\) and \(\gamma_J = 30\) (we consider the case \(n = 4\) in this figure), respectively. Clearly, the case \(\gamma_J = 0\) corresponds to ignoring the cost \(J\), because \(u_J\) becomes identically zero. From the figure we may appreciate that in the case \(\gamma_J = 30\) the allocator is able to keep the cost function lower, and in our particular case this keeps the actuator states, \(w_i\) and \(\theta_i\), more balanced and less prone to hit the state saturation (see on the right side of Figure 12). In the case without allocation (\(u_J = 0\)), the actuators states (in...
particular \( u_3 \) reach their saturation limits.

Fig. 11. ROSPO with \( n = 4 \) turrets. Allocator with \( u_3 \) term in black line; allocator without \( u_3 \) term in red line. In dashed lines the average of the cost.

(a) Actuator states without \( u_3 \). (b) Actuator states with \( u_3 \).

Fig. 12. Actuators states in two cases (\( n = 4 \)); in (a) the optimization term \( u_3 \) is disabled (left plots), while in (b) it is enabled (right plots).
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VI. CONCLUSIONS

We considered the control allocation problem in an over-actuated hovercraft vehicle called ROSPO, resembling some important challenges of propeller-actuated mechatronic systems. A hierarchical control architecture has been proposed, consisting of a high level controller and a control allocation algorithm. The proposed allocation algorithm is easily adapted to any number of actuators and experiments have been performed to verify its effectiveness on two relevant scenario with three and four propellers mounted on the ROSPO. The experimental results show desirable convergence properties and also show that the control allocation algorithm is capable of keeping the actuator states inside their “soft” saturation bounds. Future work involves addressing hard saturation bounds via suitable anti-windup augmentations addressing transient saturation phenomena that cannot be handled by the allocator scheme.
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