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ABSTRACT: The diagnosis procedure in satellite operations is constrained by strict time limits. If a failure
occurs, operators must be e�cient and proactive, as diagnosis must be completed within the smallest number
of visibility windows (pass duration over the ground station which are usually very short and separated by
long periods where the ground cannot communicate with the satellite). Improving the diagnosis procedure and
tools, time and precision-wise, is therefore essential. The proposal presented in this position paper is to provide
the operators with operation-dedicated models to help them in reacting quickly and in �nding a suitable repair
solution as fast as possible. These models will gather system architecture, functional and dysfunctional data
taken from system engineering and safety analysis models. The paper presents the framework of the proposed
solution and discusses di�erent implementation options.

KEYWORDS: MBSE, MBSA, operations, system engineering, safety, space systems, satellites, model-
based engineering, operational diagnosis.

1 INTRODUCTION

Carrying out mission-assigned activities in satellite
operations imposes strict time limits, as the satellites'
availability depends on their position with respect to
the ground station, which also de�nes their visibility
window, i.e the duration (also called time \window")
during which the satellite can send and receive mes-
sages to and from the ground station. In the case of
alarms occurrence which cannot be handled onboard,
on-ground operators need to quickly react during the
satellite passage since they need to identify whether it
is indeed an error, and if so, to �nd the root cause and
correct it, within the limited time-frame of the current
and following visibility window(s). Waiting for the
next window(s) increases the mission costs and risks,

since the satellite issue can worsen. Current practices
provide a good level of safety performance in opera-
tions but a lack of availability, i.e. the worsening is
limited but the cost can rise signi�cantly to recover
the operation. Thus, availability, which is described
as the capability \to keep [the system in] a function-
ing state in the given environment" [Cloutier, 2019],
[INCOSE, 2012], is a very important system feature,
especially for the clients -the recipients of the service
provided by the satellite.

The communication between the satellite and the op-
eration centres is bounded by strict time constraints.
For example for Earth-observation satellites placed
in Sun-Synchronous Orbits (SSO), with an altitude
typically between 600 and 1000 km over the Earth
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Figure 1 { Positioning the operational phase in the system engineering life-cycle [Esfahbod, 2013].

surface, the visibility window lasts between 8 and 15
minutes. This is because they only pass over the same
point on the ground at the same time in a �xed period
[Takashi, 2000]. Improving the diagnosis procedure
and the associated tools for operators is therefore an
essential and challenging task, especially in regards
to system availability.

The operators' mission tasks require multidisci-
plinary knowledge and background in -among other
disciplines- systems engineering, dependability and
diagnosis. They need to be able to characterise fail-
ures arising from alarms and associated data, which
are raised at system, subsystem or equipment level,
and to �nd the root causes that initiated the fault
chain. In addition, operators need to propose a repair
sequence to �x the issue or reduce its impact. Even
though they undergo a thorough training aiming to
prepare them for their tasks, fully mastering all dis-
ciplines involved in a space system is hard to achieve,
so they often need to communicate with other experts
during diagnosis and repair solutions.

In some cases, a major issue was identi�ed: operators
mostly relied on their experience concerning the sys-
tem structure and behavior and the possible failure
causes. In an e�ort to support e�cient diagnosis, we
propose to provide them with models, to help them in
quickly and precisely identify the causes of the alarms
reported by the system, and, in the case of failures,
to design appropriate repair procedures. This pa-
per therefore advocates the use of model-based ap-
proaches where the system models, together with the
safety-related dysfunctional model, would contribute
in building an operation model to support the opera-
tors in performing diagnosis.

This paper is a position paper, and is organised as fol-
lows. First the context and problem are introduced

and the interests of using model-based approaches
is being discussed. We then present a �rst draft of
our model-based approach in order to improve opera-
tional diagnosis. We conclude and present several re-
search perspectives aiming at deepening the proposal
or considering alternative solutions.

2 CONTEXT AND MOTIVATIONS

The common practice today in operational diagnosis
is that the operators are given a semi-formal descrip-
tion of a system (e.g. structured documents written in
natural language), together with an observation of the
system's behaviour which conicts with the way the
system is meant to behave. Diagnosis is part of the
operational phase, which is one of the last phases in a
satellite life-cycle, as can been seen on �gure 1. The
traditional system life-cycle sequentially �rst consists
in the system development: its decomposition into
subsystems, the development of each subsystem, and
the integration of the subsystems that allows deliv-
ering and deploying the system. Then, the (usually)
combined operation and maintenance phase begins.

2.1 Diagnosis in space operations

Space systems are composed of on-board parts (plat-
form and payload), and on-ground parts, both of
which contain instrumentation and tests that are use-
ful for fault diagnosis. Each payload and platform
(power and thermal management, attitude and or-
bit control subsystem (AOCS), communication, on-
board processing & storage i.e. on-board computer
(OBC), structural and, telemetry & telecommand
(TM/TC)) subsystem has speci�c diagnosis mod-
ules either crafted manually, or according to existing
model-based or data-based approaches. Each diagno-
sis module can identify abnormal situations and emit
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Figure 2 { Model example of the operational diagnosis procedure.

alarms. Figure 2 shows how these alarms are pro-
cessed.

The satellite control centres receive the relevant data
transmitted at each passage (TM) over the ground
stations, and if these include any alarms (i.e. a po-
tentially abnormal situation was observed), the op-
erators start investigating the alarms raised, which
may or may not correspond to failures. If not, the
data can be processed to be sent to the customer -for
our case, Earth-observation units. When looking for
the cause of the alarms, the operators �rst exclude
any subsystems and their components not related to
the alarms and limit the search �eld of the possible
alarm sources. The sources can be multiple as alarms
can gather data coming from di�erent parts of the
satellite. When analysing the alarms in detail, the
goal of the operators is to identify the real compo-
nents in failure and restore the nominal con�guration
as close as possible (using nominal components rather
than redundant ones). However the operators might
sometimes �nd that the alarms have been raised sim-
ply as a warning, or that their cause was errors that
have no impact on the system and that require imme-
diate intervention, or that they simply resulted from
a Single Event E�ect (SEE, e�ect of a cosmic ray or
particle), etc. In the latter case, the operators usually
take no action (apart from logging the alarms).

After con�rming the identi�cation of the error, the
operators and/or specialists need to suggest possible
repair sequences and courses of action to be followed
on board the satellite, through the control centres and
the communication modules on earth and in space
during the current or the next visibility windows. If
these ones are not able to resolve the error, they send
it back to the error handling centres to be assigned to
other teams, with higher level of expertise, or related
to other subsystems, as shown in �gure 2.

The problem here is that, in worst-case scenarios, the
above described procedure needs to be performed in
very little time. In our case, the duration of the visi-
bility window is a few minutes. More than often, the
operators do not manage to analyse the alarms and
identify the corresponding errors during this short vis-
ibility window, while the experts cannot propose asso-
ciated repair actions, so they have to wait for the next
satellite passage, and sometimes several windows are
needed. Losing several hours of satellite availability
can cost a high amount of money.

2.2 Operational Diagnosis constraints

The limited storage on board the satellite induces
more restrictions for diagnosis. The satellite can only
save some of the sensors' measurements every cycle,
so the operators need to \tell" the satellite which data
to record and transmit each time, that may be useful
in analysing the alarms. Thus the limited resources
and access make diagnosis a more critical process for
space systems than for other kind of systems, result-
ing in high failure costs.

The system-related information which the operators
process to assist them in diagnosis, comes from the
system development activities performed earlier in
the satellite design phases, especially system architec-
ture and safety models production (encircled in �gure
1). The result of this work are focused on models,
which are produced by the system architects, func-
tional leaders and safety analysts. These specialists
have a thorough and deep understanding of the sys-
tem architecture and all of its functions -in a design
point of view, i.e., with a limited knowledge of the
constraints the operators face in a day-to-day basis.
Thus, these models usually fail to meet all of the op-
erators' needs, since they could lack diagnosis-useful
data or may contain too much unrelated information
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that can lead to confusion and hold back the diagnosis
performance.

The analysis of the current practise highlights the
need for better diagnosis practices, and especially
better assistance provided by data from develop-
ment phases. We identi�ed several pathways for
improvement, that focus either in the system de-
velopment phase or in the operation and mainte-
nance phase: these two phases being interconnected.
The pathway that is considered in this paper con-
sists in improving the diagnosis process by intro-
ducing Model-Based Operations (MBO) models, in
alignment with Model-Based Systems Engineering
(MBSE) and Model-Based Safety Analysis (MBSA)
models of the system. These models will facilitate the
data management interoperability.

3 MODEL-BASED APPROACHES

As the complexity of systems rapidly increased, the
use of model-based approaches has become widely
spread in the industry, including the space domain.
Among several, they o�er two main interests: facili-
tating the system development and analyses (system
design & dysfunctional analysis), as well as support-
ing the communication and collaboration between the
engineering teams from di�erent disciplines and var-
ious stakeholders. In particular, models are used in
systems engineering to represent requirements, func-
tions, architecture, and in dependability assessment,
to analyse whether the system design exhibits weak
points. This paper introduces how the satellite oper-
ational diagnosis will be improved thanks to the util-
isation of this model-based approach linked to SE,
Safety and in-service support processes.

3.1 Model-Based Systems Engineering

INCOSE1 de�nes Model-Based Systems Engineering
(MBSE2) as \the formalized application of model-
ing to support system requirements, design, analysis,
veri�cation and validation activities beginning in the
conceptual design phase and continuing throughout
development and later life-cycle phases". MBSE is es-
pecially expected to replace the document-centric ap-
proach that has been practiced by systems engineers
in the past decades and to inuence the future prac-
tice of systems engineering by being fully integrated
into the de�nition of systems engineering processes
[INCOSE, 2020], while enhancing productivity and
quality, reducing risk, and providing improved com-
munications among the system development team.
These models are formal accounts of the information
provided previously in the documents as graphics or
natural languages. Their formal nature enables their

automatic processing by software tools to conduct au-
tomated validation/veri�cation and model/code gen-
eration activities both o�ine and online (models at
runtime that we target in our proposal).

3.2 Model-Based Safety Assessment

Model-Based Safety Assessment (MBSA) is a tech-
nique which models the system's structure and dys-
functional behavior in order to provide Safety anal-
ysis results, but also for Reliability, Availability and
Maintainability (RAMS). In space missions, after the
satellite has reached its �nal operational orbit, the
focus is on Availability, i.e. the system's capability
to be kept in a functioning state in the given envi-
ronment, and Maintainability, i.e. the system's capa-
bility to be timely and easily maintained, including
servicing, inspection and check, repair and/or modi-
�cation.

In order to perform such dysfunctional analysis at sys-
tem level, it is required to have a fundamental knowl-
edge of (a) the nominal system behavior, limited to
the scope and the level of abstraction useful for the
dysfunctional analysis, in particular the recon�gura-
tion and protection systems de�ned in the SE model,
and (b) the various ways the failures can occur and
propagate inside the system [Machin, 2019]. Conse-
quently, MBSA uses a formal model describing both
the nominal system behavior and the possible faulty
behaviors, to analyse combinations of faults and their
consequences in terms of availability and safety since,
when a critical error occurs, the system is not avail-
able until the error is resolved.

3.3 Model-Based Diagnosis

Model-based Diagnosis is part of a larger task de-
scribed in [Schwabacher, 2007] as Integrated System
Health Management (ISHM), that includes both fault
diagnosis and prognosis. The range of techniques
used for system health management is represented in
�gure 3.

Figure 3 { Taxonomy of ISHM algorithms
[Schwabacher].

Diagnosis can also be decomposed in several stages
[Trav�e, 2006]: (a) fault detection, which aims at

1www.incose.org/
2www.omgwiki.org/MBSE/doku.php

www.incose.org/
www.omgwiki.org/MBSE/doku.php
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discriminating normal system states from abnormal
ones, i.e. states which result from the presence of a
fault; (b) fault isolation , also calledfault localisation,
whose goal is to point at the faulty components in the
system; (c) fault identi�cation , whose output is the
kind of fault and possibly the models of the system re-
lated to this fault. These tasks are usually identi�ed
by the FDI acronym, standing for Fault Detection
and Isolation, and are often extended with a fault
Recovery task, under the FDIR acronym. The more
precise diagnosis stages require more precise models
or data, which can be di�cult to produce and vali-
date.

4 A MODEL-BASED APPROACH TO IMPROVE
OPERATIONAL DIAGNOSIS

The paper's proposal aims to support each considered
life-cycle step (architecture design, availability anal-
ysis and diagnosis in operations) by models, to en-
sure precision, quickness and traceability in diagnosis.
Our goal is to assist the operators in the troubleshoot-
ing phase, by providing easy access to the information
relevant for diagnosis and repair design. This infor-
mation will be organised into a Model Based Oper-
ation (MBO) model, depicted in �gure 4, where the
procedure the operator follows to isolate the source
cause in using the MBO model is illustrated. Fur-
thermore, we aim at partially automating the diagno-
sis procedure by providing appropriate computational
tools. In order to implement this proposal, we plan
to conduct a thorough domain analysis of the opera-
tion phase of the system life-cycle: how this phase is
currently conducted by operators; what are the Pro-
cess, Methods and Tools they rely on; and to model
these elements. This will lead to a proposal of an on-
tology/metamodel for the operational phase and its
relation with MBSE and MBSA.

In order to build the behavioural models in the design
phase, we rely on standard languages, methods and
tools, such as the SysML based Cameo Systems Mod-
eller3. Regarding the availability analysis and diag-
nosis models, our purpose is to ensure e�cient mod-
eling so as to achieve their respective objectives. The
process in which these models are created, updated
and distributed amongst the engineering teams, also
raises an important issue, related to the productivity
of the availability analysis and diagnosis cycles.

4.1 Relationship between di�erent kinds of models

If the same engineer was responsible for performing
all steps of the process: system architecture, dysfunc-
tional analysis, and production of the MBO model,
all the consistency issues among the di�erent types
of models would be considered as solved. In reality

however, this is not the case, since di�erent special-
ists work concurrently on every step of the process.
Availability analysts need to work with a \baseline"
version of the SE model, i.e., a frozen version, that is
not up to date to the latest changes done by the Sys-
tem architect. This de-synchronized work is required
because analysis is time consuming, and the System
architecture may evolve in the meantime.

At the end of each exchange cycle between the MBSE
and MBSA teams, the consistency issues need to be
tackled, for instance, performing version merging to
re-synchronise availability analysis and MBSE. As
a consequence, integrating MBSE and MBSA mod-
els into one model is not as e�cient as expected,
consistency-wise. Moreover, industrial tools able to
achieve both objectives are currently not available.
We thus prefer to consider two di�erent models for
MBSE and MBSA models and make explicit depen-
dency relations between both models. As MBO mod-
els will gather data from both MBSE and MBSA
models, we plan to rely on these explicit dependency
relations in order to build the models.

4.2 The MBO model

Since MBSA requires the inclusion of information
related to system failures, components faults and
their propagation, the MBSA models are, unavoid-
ably, manually produced (partially at least). On the
contrary, the MBO model, as illustrated in �gure 4,
intends to gather information both from functional
(MBSE models) and dysfunctional (MBSA models) in
order to present to the operator data in a way that en-
ables managing the strict timing constraints imposed
by the space context. We therefore suggest gener-
ating the MBO model from both MBSE and MBSA
models, and eventual generation con�guration data if
human expertise is needed in order to select the most
appropriate data.

At the same time, as illustrated in �gure 4, the MBO
model will contain additional information, that are
not available neither from the MBSE nor the MBSA
generated models, i.e. the \operational knowledge".
The goal is to integrate data from previous experience
(faults occurred in the past, their identi�ed source
fault, their consequence in the system and their res-
olution), as well as the operators' expertise acquired
through long experience in performing operational di-
agnosis activities, which only exists so far only in the
form of human expertise, and not in the form of a
model.

At the moment, verbalising the operators' and ex-
perts' diagnosis experience is studied only through
experimental projects and in low maturity levels. We
�rmly believe that our proposal will bring a signi�-

3www.nomagic.com/products/cameo-systems-modeler

www.nomagic.com/products/cameo-systems-modeler
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Figure 4 { Example of MBO model including the operational diagnosis procedure.

cant improvement in the operational diagnosis com-
munity. The elements presented in this paper are
the results of an early coarse domain analysis of the
space system operation activities. This work is cur-
rently being re�ned and extended to strengthen these
results.

In our context and considering our goal, model-based
diagnosis techniques will let us specify a way to enrich
the MBO (diagnosis) model used in current practice
in order to account for more information from the
MBSA model. In return, given a precise de�nition of
a MBO model, a range of techniques, based on con-
straint satisfaction and model-checking, can be used
to ensure that di�erent faults produce di�erent symp-
toms in the MBO model. The precise nature of the
algorithms to use depend on the content of the MBO
model, and on the reasoning applied to transform ob-
servations (symptoms) into explanations (diagnoses).

4.3 Diagnosis approach

Each system component diagnosis can be performed
with a technique appropriate to its physical nature
(e.g. di�erential equations for AOCS, linear regres-
sion for power supply), to generatehealth indicators
such as alarms and other signals. In contrast, the
operator receives these health indicators and reasons
at the global system level, where the techniques most
appropriate are those that integrate well with MBSE

and MBSA models.

Symbolic Arti�cial Intelligence approaches (in op-
position to Machine Learning approaches), and in
particular consistency-based diagnosis is particularly
suitable for integrating knowledge from di�erent
sources, and can also be implemented over computa-
tion tools such as constraint solvers and SAT solvers.

Let us illustrate our approach with an application ex-
ample. Suppose an alarm is triggered by the ground
segment because some sensor data failed a quality test
(e.g. blurry or under-exposed pictures, etc.), and the
failure (bad picture quality) is con�rmed by the op-
erator. Consistency-based diagnosis can let us imme-
diately rule out many components in the explanation
of this alarm. Moreover, consistency-based reasoning
lets us confront the initial symptoms and diagnosis
test results with models of nominal and abnormal be-
haviour in order to detect, isolate, identify the fault,
to assess that a new type of fault occurred, or to sug-
gest that some parts of the models are wrong or out-
dated.

MBSE and MBSA models often account for the order
of events under the form of state machines. Diagnosis
also exists for discrete-event models [Zaytoon, 2013],
as well as state estimation [Pralet, 2016]. Data-based
(i.e. Machine Learning) approaches have been widely
applied for monitoring industrial processes [Qin], and
are a natural complement of model-based approaches.
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Such approaches can be used as a way to generate new
symptoms whose consistency with MBSE and MBSA
models is used for diagnosis.

The aforementioned MBO model will gather the
meaningful data from the separate development mod-
els and make explicit the relations and interactions
between the various engineering domains involved in
the development of the system. These relations can
then be used in order to ease the di�erent models'
synchronisation as well as the integration of the var-
ious diagnosis conducted by the domain experts in a
distributed diagnosis approach.

A list of possible explanations for the symptoms
can be automatically generated with various tech-
niques, including consistency-based diagnosis, or a
data-based module. However, in the end, the �nal
diagnosis is selected and validated by the operator(s).

5 CONCLUSION

In this paper, the authors defend that the use of
model-based approaches in the design and dysfunc-
tional analysis phases of a space system development
cycle, in combination with the adoption of a MBO
model during the operations and maintenance phase,
following the satellite's deployment, can improve the
current operational diagnosis practices. The goal is
to integrate into one single model all the informa-
tion useful to the operator to perform diagnosis e�-
ciently. We believe that the proposed methodology
and tools are particularly appropriate for applica-
tion in the space systems domain, where MBSE and
MBSA models already exist, so it is a good opportu-
nity to use them for diagnosis.

Beyond recognised common interests, such as align-
ment in a collaborative way of working, the proposal
of adopting a model-based approach that relies on
a domain analysis of the operation phase within the
life-cycle, will allow making the data (and their inter-
connection) related to the diagnosis and repair design
processes, more explicit. In addition, it will also help
making the actual processes and associated method-
ologies explicit, which one can improve by building
tools to automate them.
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