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Abstract

Service-Oriented Computing (SOC) paradigm has emerged in last years to support co-

operation between loosely coupled services to build complex applications. It involves the

description, discovery, selection, and composition of services to support rapid develop-

ment of complex applications. Usually, theses applications can be speci�ed as abstract

business processes and the goal is to select a service for implementing each abstract

task. In addition to the functional requirements that must be accomplished, the QoS

(Quality of Service) parameters are of paramount importance. Due to the large number

of candidate services with same functionalities but o�ering di�erent QoS values, the

selection of the most suitable services for implementing abstract tasks while ful�lling

QoS in a timely manner is not trivial. Moreover, in real-world applications, services can

have di�erent dependencies between them (i.e., structural and temporal). Considering

these dependencies, the selection problem becomes more complex. Additionally, services

usually operate in highly uncertain and dynamic environments, which can cause erro-

neous behaviors during the execution. In this context, it is crucial to tackle the selection

problem while considering functional requirements associated with QoS and temporal

constraints at design and run time.

In this thesis, we contribute towards addressing the aforementioned challenges. Speci�-

cally, the main contributions of this thesis are as follows: (1) We propose pre-processing

techniques to allow a scalable service selection without a�ecting the optimality of the

selected solution. (2) We develop an e�cient QoS-aware service selection approach that

allows selecting the suitable service composition while ful�lling QoS and temporal con-

straints. The proposed approach can handle complex service selection problems while

considering the aforementioned dependencies between services. (3) We propose a heuris-

tic service selection approach to select a close-to-optimal solution based on clustering

and constraints decomposition techniques. (4) To deal with dynamic and uncertain

environments, we propose a proactive service selection approach for enforcing service

composition adaptation at run time. The aim is to take early re-selection actions in

order to reduce the possibility of execution interruption and increase the likelihood of

�nding a feasible solution. This approach deals with QoS 
uctuations and changes in

execution environments during execution (e.g., the availability of a new better service).

The di�erent contributions of the proposed approach are implemented and their e�-

ciency is demonstrated and validated analytically and empirically through experimental

results.
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1.1 Introduction

Service-Oriented Architecture (SOA) paradigm allows the integration of several service

components to develop complex business applications [3, 4]. SOA relies on the Service-

Oriented Computing (SOC) [5], which has emerged as a new computing paradigm that

enables the composition of multiple loosely coupled components usually encapsulated

as services. In such paradigm, providers expose their o�erings as services, which can

be automatically discovered, invoked and composed to implement complex applications.

These applications are usually speci�ed as abstract business processes, which can be

implemented via composite services. To do so, the selection of services for abstract

business tasks while ful�lling Quality of Service (QoS) user's requirements is essential.

These requirements are usually considered as the global QoS constraints of the targeted

composite service. With the growing number of candidate services for each business task,

which o�er the same functionality but di�er in their QoS attributes (e.g., cost, response

1
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time, availability), the selection of the best combination (composition) of services that

satis�es business process constraints and end-to-end user's requirements is a challenging

task [6].

QoS-based service selection aims to select the best composition of services to implement

a speci�c business process in order to ful�ll global user's requirements. Despite active

research, most of the service selection approaches neglect a very important aspect:time.

In fact, in addition to QoS constraints, several temporal constraints can be required in

order to guarantee the successful execution of the business process. The main focus of

this thesis is to deal with service selection problem while considering QoS and temporal

constraints. The selection problem is processed at both design time and execution time

when several changes can occur in the environment.

The rest of the chapter is organized as follows. In Section 1.2, we detail the main scope

and challenges of our research work. A motivating scenario is described in Section 1.3 to

better illustrate the purposes of this thesis. The contributions of the thesis are detailed

in Section 1.4. Finally, a brief description of the structure of the thesis is presented in

Section 1.5.

1.2 Service Selection: Research Scope and Challenges

In SOC paradigm, several service components can be integrated into composite services

to execute abstract business processes whose execution requires the selection of a set of

elementary services to invoke abstract business tasks. QoS-based service selection aims

to select one service for each business task so that, the resulted service composition

satis�es all the functional requirements associated with QoS constraints. Usually, for

each abstract task, several services can be candidate. To di�erentiate between these

services, the selection process should be guided by not only functional properties but

also by non functional attributes (i.e., QoS attributes). Nevertheless, the selection of the

best combination of services that satis�es all constraints is a challenging task especially

in large scale problems where the number of services, tasks and constraints can be

very large. The selection of the best service composition for business processes has

been widely treated in the literature. Despite active research in the context of service

selection, some challenges still remain unsettled so far. These challenges are discussed

in the next sections.
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1.2.1 Constraints and Dependencies between Services

QoS-based service selection usually aims to select the set of services such thatglobal

end-to-end QoS constraintsare ful�lled. However, besides global QoS constraints, in

real-world scenarios, several additional constraints have to be considered to cater for

not only users' requirements and service provider o�ers but also constraints speci�ed

at the business process level (e.g., structural, QoS and temporal constraints). Cur-

rent selection approaches consider only structural constraints and assume that temporal

properties can be viewed as a kind of QoS criteria. Moreover,temporal constraints and

dependencies between servicesare usually considered when modeling and verifying ser-

vice compositions [7{9] and neglected during the selection of the best combination of

services. These constraints and dependencies can be speci�ed implicitly (e.g., imposed

by business rules and laws) or explicitly by process designers to increase the market

share and pro�tability and gain control over the execution time of the processes [10].

Given for example a partner of electronics manufacturing organization. He can require

in his business process that the manufacturing of peripheral parts must �nish no later

than 20 time units after the start of the process and that his organization can receive

orders only at business hours. Moreover, someQoS constraints can also be speci�ed in

the business process [11]. For example, the business designer may require that the cost

of the manufacturing task must be less than or equal to 10 cost units. Considering QoS

and temporal constraints when selecting the best service combination is a crucial task

since the violation of one or more constraints may a�ect the successful execution of the

business process. These constraints make the selection problem heavily constrained and

thus, more complex to resolve since the selection of each service may in
uence or be

in
uenced by the selection of other services.

To guarantee the successful execution of business processes,structural constraints have

to be also ful�lled by the set of selected elementary services. Several existing approaches

focus only on sequential 
ows between tasks. Business process models with other branch-

ing structures have to be transformed to sequential model using existing techniques [12].

However, merging several execution paths in one or multiple sequential 
ows may lead

to lose some important dependencies between business tasks and thus, global constraints

might be violated. Moreover, this transformation can be impossible to apply in complex

processes where several dependencies may exist between abstract tasks mainly struc-

tural and temporal dependencies. Thus, handling di�erent structure branching is a

very important challenge that needs to be considered when selecting the best service

composition.
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1.2.2 Time-dependent QoS

Most of the service selection approaches assume that QoS values o�ered by service

providers are static and overlooked a commonly important aspect in reality: QoS values

could change over time and might depend on the time of the execution. Indeed, within

di�erent time periods, QoS attributes of candidate services can have di�erent values

[1, 13{15]. For instance, the response time of a service during daytime can be longer

than night time due to access tendency. Another example is that the invocation of the

service during business hours can be more expensive than invoking it outside these peak

hours. Thus, assuming only static QoS values is very restrictive to e�ectively represent

services and re
ect the impact of time on the QoS attributes. Moreover, as candidate

services can have di�erent QoS with respect to time, each service can be considered

as o�ering more than one instance. Hence, the number of service combinations that

have to be compared becomes larger and thus, the selection process becomes more time

consuming.

1.2.3 Scalability and Optimality

A main feature that has to be considered in service selection problems is scalability. In

fact, since the selection process aims to select the best service composition, all combi-

nations of services have to be compared. Comparing all possible combinations is not

practical and may lead to scalability issues mainly in large service selection problems

where the number of possible combinations is huge and several constraints should be

considered. This issue is more critical in dynamic selection when a solution has to be

found in a reasonable time in order to guarantee end-to-end constraints during execu-

tion. A second important issue is the optimality of the selected solution. In fact, given

user requirements, service selection aims to select the optimal solution among a large

set of possible feasible solutions. However, achieving optimality may lead to scalability

issues since all possible combinations should be compared. Hence, there is a trade-o�

between scalability and optimality.

1.2.4 Uncertainty and Dynamic Environments

Although static service selection at design time allows selecting a satisfactory solution,

it does not guarantee that the selected services o�er the estimated values during exe-

cution. In fact, service-oriented systems often operate in highly uncertain and dynamic

environments. Due to uncertainties, current QoS delivered by services may not be the

one foreseen and may deviate from the original speci�cation due to several factors such
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as the high overhead and network delay. For example, due to a high overhead, the

response time of a selected service can be higher than estimated. Such deviations can

a�ect the successful execution of the service combination during execution and thus, the

satisfaction of end-to-end constraints. In addition to changes that can be observed on

the selected services, due to the dynamic nature of the execution environments, several

changes can appear on the system when executing services. Indeed, services can join or

leave the system or change their characteristics at any time. These changes may also

have several impacts on the selected solution. For instance, if a selected service is no

more available, it should be substituted. Another example is when a new service that

o�ers better values than the selected service, it should be considered to proactively en-

hance the selected solution in order to face, for instance, service deviations. To ensure

the successful execution of the di�erent business tasks while guaranteeing the satisfaction

of end-to-end global user's constraints, service selection process needs to continuously

react to environmental conditions variations during execution.

Despite active research to overcome these issues, most of existing approaches do not deal

with temporal properties. These latter make the aforementioned issues very challenging

because of the large number of constraints that should be considered comparing to

existing approaches.

1.3 Motivating Scenario

To better illustrate the application of our approach, in this section, we introduce the

electronic device production in a manufacture enterprise scenario. The corresponding

business process is depicted in Figure 1.1.

Figure 1.1: The business process for the production of an electronic device

The production process has six abstract tasks. This process starts by receiving and writing

technical reports (A1). Then, the adequate model of the device is designed (A2). After

that, the manufacturing of the electronic and peripheral parts is executed in parallel (A3
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Table 1.1: Description of the business activities.

Activity Description
A1 Receive the order and write the technical reports
A2 Design the model of the device
A3 Manufacture the electronic parts of the device
A4 Manufacture the peripheral parts of the device
A5 Assemble all parts
A6 Test the �nal product

and A4). After manufacturing the various parts of the product, these parts are assembled

together (A5). Finally, the product has to be tested before delivering (A6).

In addition to structural constraints between the di�erent tasks of the process,QoS

and temporal constraints can be speci�ed by business designers and market laws. For

example, business designers can assignQoS constraints to one or more business tasks,

we call intra-task QoS constraints (QC). In our scenario, we consider the following

intra-task QoS constraints:

� QC3: The duration of the manufacturing of the electronic parts (i.e., the task A3)

must not exceed 5 time units.

� QC5: The cost of the parts assembly task (i.e.,A5) must not exceed 14 units.

Moreover, given that some tasks can be released internally in the enterprise (i.e. ex-

pressed in its internal business view), this latter may have some temporal constraints,

related to the availabilities of their internal departments and laws. In our example, we

consider the following intra-task temporal constraint (TC) related to the task A2:

� TC2: The business designer requires that the design of the product model (i.e.,

A2) has to �nish no later than 3 p.m. (i.e., 15 units of time in our example) since

it should be checked by the designer who is available every day from 8 a.m. to 4

p.m.

Additionally, in order to increase the market share and pro�tability and to gain control

over the production time, some temporal constraints between tasks can be imposed called

temporal dependencies(TD). In the example presented in Figure 1.1, three temporal

dependencies are speci�ed:

� TD1;3: The manufacturing of electronic parts (i.e., A3) has to �nish no earlier

than one time unit and no later than 12 time units after the receipt of the order

(i.e., A1).
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� TD1;4: The manufacturing of peripheral parts (i.e., A4) starts no later than 3 time

units after the writing of the technical reports (i.e., A1).

� TD5;6: The test of the �nal product (i.e., A6) has to start no earlier than one

time unit and no later than 2 time units after the assembly of all parts (i.e.,

A5) considering the time required for the transportation of the product after the

assembly of its parts.

In addition, global constraints can be associated with the business process. In the ex-

ample we consider, three global constraints are required:

� The global cost must not exceed 68 units.

� Once the process started, the global execution duration must not exceed 13 units

of time.

� The deadline (i.e., the �nish time) of the process must not exceed 10 p.m. (i.e., 22

in our example).

To be implemented, each abstract activity has a set of functionally similar concrete

candidate services. Some of these services o�er di�erent QoS values according to their

temporal properties (Figure 1.2). For example, when the serviceS13 is invoked from

9 to 13 units of time, it o�ers a duration of 3 time units and a cost of 23 cost units.

However, from 14 to 20 units of time, it o�ers an execution duration equal to 4 time

units with a cost equal to 19.

Figure 1.2: Candidate services of each abstract task

Let us now search the best service combination to implement the business process with-

out taking into account temporal constraints. First, we suppose that all QoS values are

static and do not depend on the time of the execution. Thus, the best combination of
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services that satis�es the user requirements isC = ( S12, S21, S31, S43, S51, S63). This

combination can be selected based on the notion of dominance [16, 17]. In other words,

each selected service chosen to implement an abstract activity o�ers the best QoS (i.e.,

it dominates all the other candidate services).

As stated previously, QoS parameters may change according to time. For example, the

cost of the serviceS13 is equal to 23 form 9 to 13 units of time and to 19 from 14 to

20 units of time. When considering time-dependent QoS, the combinationC is no more

valid even if the selected services are the best. Indeed, although the taskA2 should

be executed after the taskA1, the service S21 is available in a time span before that

of the serviceS12 and thus, these two services can not be parts of the same solution.

The combination C
0

= ( S11, S21, S31, S43, S53, S63) where the availability intervals are

respectively, [8,12], [12,13], [13,17], [13,17], [17,19] and [19,20] is a satisfactory solution.

Again, the combination C
0

can not be a satisfactory solution if we deal with further

constraints expressed in the business process. Consider, for instance, the temporal

dependencyTD5;6 that states that the test of the �nal product has to start no earlier

than one time unit and no later than 2 time units before the assembly of all parts. This

constraint can not be satis�ed by the combination C
0
. In fact, since the serviceS53

ends its execution at 19, according to the temporal dependencyTD5;6, the serviceS63

can not start before 20, which is impossible. Thus, another service combination should

be selected such asC
00

= ( S11, S21, S31, S43, S53, S61) with the following availability

intervals [8,12], [12,13], [13,17], [13,17], [17,19] and [20,21], respectively.

To summarize, considering time-dependent QoS attributes associated with QoS and tem-

poral constraints is not a trivial task and makes the selection problem very complex. The

existing selection approaches can not be applied since most of them consider only static

QoS values and do not deal with temporal constraints. Moreover, they usually suppose

that the business process has a sequential structure. To overcome these limitations, we

propose a time-aware selection approach while dealing with heavily constrained selection

problems and considering several QoS and temporal constraints. In the next section, we

present the di�erent contributions of our work.

1.4 Research Aims and Contributions

In this thesis, we focus on the problem of service selection to implement an abstract

business process. Particularly, the problem we are interested in can be described as

follows: given an abstract business process in which complex structural, QoS and tem-

poral constraints are speci�ed, and a set of candidate services that o�er time-dependent
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QoS, our goal is to select the adequate services to build the best service combination

that implements the abstract business process while ful�lling user's requirements. The

aim is to propose a novel service selection approach to handle the challenges presented

previously and deal with the limitations of existing approaches. The contributions of

the thesis can be summarized as follows:

� First, we propose a constraint model of the selection problem. It allows to capture

global user constraints as well as constraints at business and service levels. Par-

ticularly, it enables the speci�cation of structural, QoS and temporal constraints

while considering time-dependent QoS values. Unlike existing approaches, the pro-

posed model allows handling complex composition structures including sequential,

parallel, choice and loop patterns.

� Second, in order to deal with scalability issues, we propose aservice pruning process

based on dominance and constraint-based pruning techniques. Dominance prun-

ing allows identifying the set of non-dominated services for each class whereas,

constraints pruning is based on a set of computedlocal thresholds to narrow the

search space and eliminate non adequate services and thus, reduce the number of

service combinations to be considered prior to performing the selection algorithm.

Furthermore, in case of failure (i.e., no solution is possible), the pruning step allows

for identifying the cause of the failure at earlier stages (i.e., before performing the

selection process). Based on this, we propose strategies to improve the selection

problem. These contributions have been published in [18] and [19].

� Third, based on the results of the pruning phase, we propose a service selection

algorithm that takes into consideration both time-dependent QoS attributes and

business level constraints and ensures the selection of the best service composition

while handling complex business process. This work has been extended later to deal

with large scale problems where an optimal solution requires a high computation

time to be found. Hence, we propose a heuristic service selection approach to

select a close-to-optimal solution more e�ciently. The proposed approach is based

on clustering and constraints decomposition techniques. These contributions have

been published in [20] and [21].

� Finally, to deal with uncertainties and environment changes, a novel dynamic

service selection approach is presented [22] and [23]. The goal is to try to prevent at

run-time the violation of the speci�ed constraints. To do so, we propose a proactive

selection approach whose aim is to enhance the selected service composition so that

violations can be avoided. Moreover, reactions to changes and violations are made

as soon as they occur in order to avoid execution interruption and increase the

likelihood of �nding a satisfactory solution.
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1.5 Structure of the Thesis

The rest of this thesis is organized as follows. In Chapter 2, we review related literature

on service composition selection and adaptation. In Chapter 3, a constraint-based service

selection model is presented. In Chapter 4, we detail our pruning approach to eliminate

inadequate services based on dominance and constraints pruning strategies. The pruning

approach is followed by a description of an enhancement process to enable improving

the selection problem when there is no a feasible solution. In Chapter 5, we present our

service selection approaches. First, the optimal service selection algorithm is introduced

to select the optimal solution when dealing with small selection problems. Second, to

enhance the computation time when the selection problem is very large, we propose

a heuristic approach to select a close-to-optimal solution while guaranteeing that the

selected solution ful�lls all constraints. A proactive service selection approach is outlined

in Chapter 6 to deal with environment changes and uncertainties during the execution

time. In Chapter 7, we evaluate our approach through experimental results. Finally,

Chapter 8 concludes the thesis and gives some future directions.
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2.1 Introduction

After presenting the main research goals of this thesis in Chapter 1, in this chapter, we

present a review of the state of the art related to service selection. We pay particular

attention to the works that handle QoS and temporal constraints. In Section 2.2, we

provide a brief overview of the service oriented computing paradigm. We discuss QoS

based service selection models and techniques in Sections 2.3 and 2.4, respectively. We

propose a detailed review of static service selection approaches at design time in Section

2.5. This is followed by a review of dynamic service selection approaches at run-time in

Section 2.6. In Section 2.7, we discuss the limitations of existing approaches with respect

to the research challenges presented in Chapter 1. Finally, we conclude the chapter in

Section 2.8.

2.2 Service Oriented Computing

Service-Oriented Computing (SOC) paradigm enables the sharing of functionalities and

resources via the integration of loosely-coupled components, exposed asservicesin order

to build complex applications [5]. According to the de�nition proposed in [24], "Services

are self-describing, platform-agnostic computational elements". The functionalities of-

fered by services can vary from a simple request to complex business processes. In

SOC paradigm, interacting components are usually implemented in di�erent languages,

developed by several independent providers and dispersed through di�erent platforms.

2.2.1 Service Oriented Architecture

To build the service model, SOC paradigm relies on the service oriented architecture

(SOA). SOA enables the integration of applications and resources by (1) modeling each

application or resource as a service that has a speci�ed interface, (2) allowing services

to exchange information (e.g., messages, business objects, documents) and (3) allowing


exible coordination between services, so that they can be discovered, selected and

invoked to be used by users or by other services independently on the platforms or the

programming languages [25].

The basic SOA adopted in SOC is depicted in Figure 2.1. In this architecture, ser-

vices follow a speci�ed protocol: publication, discovery and invocation. Mainly, three

actors are involved: service providers, service consumersand service registries. Service

providers generate descriptions of their services using accepted standard formats and

publish them in a service registry. Service consumers can then, discover and invoke the
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Figure 2.1: Roles and interactions involved in SOA

available services in the registries. For example, in the context ofweb services, the most

adopted technology in SOC, services are described by an XML-based standard format

(e.g., Web Service Description Language (WSDL) [26] and Web Ontology Language

(OWL-S) [27]). Service descriptions can be accessible to the clients by advertising them

in a Universal Description, Discovery and Integration (UDDI) service registry [28]. The

interactions between the service providers and consumers to invoke services are achieved

through Simple Object Access Protocol (SOAP) messages [29].

The main advantage of the above service technologies is to enable the automated com-

position of services which is discussed in the next section.

2.2.2 Service Composition Methods

Very often, user's requirements can not be ful�lled by an elementary service and require

the aggregA fundamental step to satisfy complex user's requirements and enable the

aggregation of multiple functionalities of services is the service composition. Due to the

huge amount of available services, the composition of several elementary services be-

comes a challenging task. Service composition aims to determine the way of combining

a set of services from a functional point of view in order to meet given requirements.

Several methods have been proposed to compose services. These methods can be catego-

rized into tow maim categories [30]:AI-planning-based and work
ow-based approaches.

2.2.2.1 AI Planning based Composition

Arti�cial Intelligence (AI) planning composition methods assume that the service com-

position can be viewed as a plan and that a composition of services can be generated

automatically to achieve a feasible plan [31{33]. These methods suppose that each ser-

vice can be speci�ed by a set of inputs and outputs. Based on these latter and on the

user's requirements, the planner searches for a sequence of services that consumes and
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produces the considered inputs and outputs, respectively, while satisfying the user's re-

quirements. Although these methods allow to automatically generate the process model,

they support simple sequential composition and do not take into account structural pat-

terns between services (sequence, parallel, choice, loop).

2.2.2.2 Work
ow based Composition

The work
ow-based approaches [34, 35] can be classi�ed into static and dynamic ap-

proaches. Static work
ow generation methods assume that an abstract process model

is given prior to the composition of services. The process model is composed of a set

of abstract tasks and dependencies between them using multiple composition patterns

[36, 37]. Based on the given abstract process, concrete services are then selected to imple-

ment each abstract task based on services availability and QoS requirements.Dynamic

work
ow generation methods create the process model and select services automatically

based on user's requirements. Several speci�cation languages have been proposed to

specify the process model such as the graph-based languages [38] and Petri-net-based

languages [39, 40].

2.3 Service Selection Models

Service selection problem can be formulated as a multi-objective combinatorial optimiza-

tion problem (MOCOP) [41]. Combinatorial problems involves �nding an assignment of

a �nite set of objects that satis�es a set of conditions. The solutions of a combinatorial

problem are combinations of components that satisfy all conditions. Combinatorial opti-

mization problems relate to an objective function that has to be optimized (minimized or

maximized) while searching for the optimal combination. When several objectives must

be optimized, we get the multi-objective combinatorial optimization problem [42]. This

problem allows �nding the optimal solution that balances multiple (often con
icting)

objectives simultaneously. Hence, the service selection problem can be formulated as an

MOCOP by mapping the values of candidate services for the di�erent QoS parameters

to the values of the objects in the MOCOP [1, 43]. Moreover, global QoS constraints

can be mapped to the set of conditions of the optimization problem.

The most adopted methods to solve an MOCOP problem are the Simple Additive

Weighting (SAW) method [44] and the pareto ordering [45{50]. The SAW method in-

volves aggregating the values of all parameters into an overall utility value while giving

a weight for each parameter. In this case, the problem is considered as a single-objective
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optimization problem. Pareto ordering consists of �nding the solution that is not domi-

nated by any other solution (i.e., the solution that has the best values for all parameters)

[51{54]. If there is no single solution that dominates all other combinations, a set of

several pareto solutions is identi�ed.

Several sub-problems of the MOCOP have been proposed in the literature to formally

specify the service selection problem and facilitate its resolution [41]. The mot adopted

ones are the Multi-dimension Multi-choice Knapsack Problem (MMKP) and Multi-

constraint Optimal Path Problem (MCOP) which are de�ned in the following.

2.3.1 Multi-dimension Multi-choice Knapsack Problem (MMKP)

The knapsack problem can be presented as follows. Given a set of items with each item

having an associated pro�t and a number of required resources, the aim is to select a

sub-set of items to put into a knapsack while maximizing the overall pro�t and respecting

the maximum allowed capacity of the knapsack. If the items are combined into several

classes and only one item must be selected from each class, we obtain the multi-choice

knapsack problem. Moreover, if several constraints must be ful�lled (e.g., the maximum

allowed weight and volume of the knapsack), we get the multi-dimension multi-choice

knapsack problem. Given this de�nition, QoS-aware service selection problem can be

formulated as an MMKP [35] by mapping the candidate services of each abstract task to

the set of items in each class and the combination of services with global QoS constraints

to the knapsack with limited capacities.

2.3.2 Multi-constraint Optimal Path Problem (MCOP)

The multi-constrained optimal path (MCOP) problem involves �nding the optimal path

between a couple of nodes in a graph such that constraints imposed on the attributes

of the di�erent nodes are satis�ed [55]. In such a problem, each node in the graph has

a pro�t value and a set of attributes. The selected path is the path with the highest

pro�t amongst all possible feasible paths between the two nodes such that all constraints

are ful�lled. Thus, by mapping candidate services and structural dependencies between

them to the set of nodes and edges between them, service selection problem can be

modeled as an MCOP problem that selects the best combinations of services (one service

for each node) with the highest overall utility while satisfying all global constraints [35].
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2.4 Service Selection Techniques

Several techniques are proposed to solve the service selection problem. These tech-

niques can be divided into four main categories:mathematical programming, constraint

programming and meta-heuristic and heuristics.

2.4.1 Mathematical Programming

Mathematical programming (MP) is the dominant standard technique used to �nd so-

lutions to optimization problems. It involves the use of mathematical models to assist

making optimal decisions. The most known MP technique is theLinear Programming

(LP) . LP consists on optimizing an objective function subject to a set of linear con-

straints over a set of real variables. Integer Programming (IP) is an extension of LP

where all variables are constrained to be integer. If only some variables are required

to be integer, then the problem is called aMixed Integer Programming (MIP) problem.

One important feature of MIP is the use of constraint relaxation techniques.

2.4.2 Constraint Programming

Recently, Constraint Programming (CP) has emerged to extend MP methods while

o�ering more 
exibility on modeling optimization problems such as the possibility of

modeling logical constraints [56, 57]. In CP paradigm, relations between variables are

expressed in the form of constraints that can be non-linear. Indeed, CP formulates the

problem as a constraints satisfaction model composed of a set of variables that have

values ranging over speci�c �nite domains and are linked by a set of constraints that

have to be satis�ed. CP deals with Constraint Satisfaction Problems (CSP) in which a

set of constraints should be satis�ed by the selected solution.Constraint Optimization

Problems (COP) are considered as a generalization of CSPs to deal with optimization

problems in which an objective function should be optimized. The key element of CP is

the use of constraint propagation, which makes it very suitable and e�cient for solving

several optimization problems such as scheduling and sequencing problems.

2.4.3 Meta-heuristics and Heuristics

Meta-heuristics are used in several combinatorial optimization problems and can be

applied to a broad range of applications [58]. They are problem-independent and thus,

they can be used as black boxes. They aim to search for good but not necessarily optimal

solutions in order to solve a hard optimization problem in an acceptable amount of
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time. Most of meta-heuristic algorithms are based on evolutionary algorithms [59] (e.g.,

Genetic Algorithms (GA) ) or on nature-inspired algorithms (e.g., ant colonies, arti�cial

immune systems). Heuristics, on the other hand, are problem-dependent and they are

usually adapted to a speci�c problem to try to �nd accurate solutions in a reasonable

time while considering the particularities of this problem.

Recently, some works proposed to combine two or more techniques to solve the selection

problem. Next, we give a review on static service selection approaches.

2.5 Static Service Selection

QoS-aware service selection requires the selection of a combination of services that satis-

�es all constraints while optimizing several QoS values at the same time. In this section,

we provide a review of service selection strategies and approaches to resolve the selection

problem.

2.5.1 Static Service Selection Strategies

Based on the service selection models presented above, QoS-aware service selection ap-

proaches proceed to the selection of services using two broad strategies:local optimiza-

tion and global optimization strategies.

2.5.1.1 Local Service Selection

Local optimization strategy aims to select the best service from each class of candidate

services (i.e., candidate services of each task) independently from other classes. This

strategy is especially used in distributed environments where a global QoS management

is not required [60{65]. Even though the local optimization strategy is very e�cient in

terms of computation time, it is not suitable for QoS-based service selection since it does

not guarantee that the global QoS constraints are satis�ed.

2.5.1.2 Global Service Selection

Global optimization strategy relies on a bottom-up method, which is adopted at the com-

posite service level. This approach consists in searching candidate services that optimize

the QoS of the composite service and ful�ll all global QoS constraints while considering

several combinations of services [35, 66{71]. Although global optimization approaches
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guarantee that the optimal solution will be found, they have a poor performance es-

pecially in terms of computation time. Consequently, these approaches can be applied

only when the number of candidate services is very limited.

2.5.1.3 Hybrid Service Selection

To deal with the limitations of these two strategies, some researchers proposedhybrid

selection strategyadopting a top-down method. These approaches assume that global

constraints can be considered as the aggregation of a set of local ones. Several tech-

niques have been proposed to decompose global constraints to local ones [16, 21, 72{74].

Based on these latter, local optimization algorithms are applied to select the best ser-

vice for each abstract task such that all local constraints are ful�lled. The aim of these

approaches is to reduce the complexity of the service selection problem while increasing

the performance of the proposed algorithm.

2.5.2 Static Service Selection Approaches

The selection of the best service combination to implement abstract business tasks has

been widely treated in the literature [11, 16, 17, 35, 43, 66, 67, 75]. To solve the service

selection problem, various approaches have been proposed to explore and select service

compositions. To enable the selection of the concrete service combinations, we identify

two main categories of service selection approaches:exact and Approximate approaches.

For each category, we distinguish between approaches that apply pre-processing tech-

niques to reduce the search space before the selection process and those that do not

apply any pre-processing techniques.

2.5.2.1 Exact Service Selection

Exact selection approachesusually adopt exhaustive methods to evaluate all possible

combinations of services in order to select the optimal solution (i.e., the combination

of services that o�ers the best quality values according to the speci�ed requirements)

[66, 67, 76].

� Exact methods without pre-processing:

A popular way to solve the service selection problem is the use of constraint program-

ming methods. Constraint programming is widely adopted in the literature to solve
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combinatorial optimization problems in di�erent applications. In [76], Ben Hassine et

al. discuss a web service composition approach using constraint programming. The au-

thors formalize the service selection problem based on a constraint optimization problem,

which is a generalization of the constraint satisfaction problem where the goal is to �nd

a solution that maximizes an objective function. A similar approach is proposed in

[77] to model the service selection problem as a COP while handling both hard and

soft QoS constraints to specify respectively, constraints that have to be satis�ed and

optional constraints. Another way of solving the service selection problem is to model

it as a mixed integer programming problem. In [66], Zeng et al. use MIP techniques

to select the optimal combination of services and achieve global optimization of QoS

attributes. This work is extended in Ardagna et al. [67] to include local QoS constraints

and loop peeling to deal with composition structures with cycles. These techniques are

usually applied to tackle global service selection in order to select the optimal solution.

These approaches use the SAW method to evaluate the quality of the service composi-

tion. In contrast, Klopper et al. [14] identify pareto-optimal service compositions (i.e.,

all non-dominated service compositions) while taking into consideration time-dependent

QoS values. The authors formulate the service selection problem as a multi-objective

timed composition problem. In this work, authors assume that all QoS attributes are

monotonically decreasing. All the previous approaches are suitable for small problems,

as the complexity of the selection algorithm increases exponentially when the problem

size increases. This causes several scalability issues especially when dealing with a large

number of candidate services for each task.

� Exact methods with pre-processing:

Reducing the search space prior to the selection process allows to enhance the perfor-

mance of service selection algorithms. Some methods reduce the number of candidate

services based only on functional properties [78] and thus, they cannot be applied in

QoS-aware service selection problems. Barakat et al. [17] apply two space reduction

techniques to reduce the number of candidate services and the number of alternative ab-

stract plans. The authors use the notion of dominance to select representative services

for each task without a�ecting the optimal solution. The selection problem is modeled

as an MCOP problem. To solve the selection problem, the authors adopt an algorithm

that extends the Bellman-Ford algorithm [79] (called multi-constrained Bellman-Ford

algorithm). In [80] Huang et al. propose pruning techniques to reduce the number of

services to be considered. First, they remove services that cannot be executed (i.e., they

have no inputs). Then, they eliminate services that cannot o�er optimal QoS values.

However, these approaches do not deal with the time dimension.
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In [52], a compositional decision making process is introduced to select the pareto-

optimal composition solutions. Pareto-optimal services are �rst selected at the ser-

vice level to discard all uninteresting service instances for each business task. Then,

the pareto-optimal approach is used at the composed level to select all non-dominated

combinations of services. In this work, authors propose two dominance-based pruning

strategies, which rely on both QoS objectives and constraints, where objectives are the

requirements that have to be optimized and constraints present the requirements that

have to be satis�ed. A similar approach is proposed in [54] to select the set of the

optimal combinations of services based on constraints and objective dominance. These

approaches can be time consuming when the number of services is very high due to the

signi�cant computational overhead caused by the pairwise comparisons.

2.5.2.2 Approximate Service Selection

To overcome the limitations of exact solutions, several work proposedapproximate selec-

tion approaches. These approaches aim to reduce the computation time and deal with

scalability issues. They are used to �nd a near-to-optimal solution more e�ciently than

exact solutions.

� Approximate methods without pre-processing:

Several works proposed approximate algorithms to reduce the computation time and

deal with scalability issues. These works propose heuristics that can be used to �nd

a near-to-optimal solution more e�ciently than exact solutions. Some heuristic ap-

proaches are based on global search. Yu et al. [35] introduce two alternative models for

the QoS-based service composition problem: the combinatorial model to de�ne the se-

lection problem as a multi-dimension multi-choice knapsack problem (MMKP) and the

graph model to de�ne the selection problem as a multi-constraint optimal path (MCOP)

problem. Based on these models, authors propose heuristic algorithms to achieve e�-

cient selection process. Other approaches are based on evolutionary algorithms to select

a near-to-optimal solution. Such algorithms usually browse the combinations of services

in a random way to iteratively �nd near-to-optimal solutions. In [11, 81{83], authors

model and resolve the service selection problem based on genetic algorithms (GA). Can-

fora et al. [11] encode the selection problem as a genome and adopt a �tness function

to evaluate the quality of each service combination. Since GAs are unconstrained pro-

cedures, the authors propose a distance-based penalty approach to penalize individuals

that do not meet the global constraints and integrate constraint-handling during the

selection process. This is achieved by incorporating constraints in the �tness function
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in order to drive the evolution towards constraint satisfaction. A similar approach is

presented in [81] to enable service composition in cloud computing. In these approaches,

QoS values are normalized using the SAW method. Other approaches adopt other meta-

heuristic algorithms such as ant colony [84], immune [85, 86] and bees based methods

[87]. These approaches, however, are restrictive in heavily constrained problems espe-

cially in the presence of several temporal constraints and dependencies between services.

Moreover, these algorithms can run endlessly (if a stop criterion is not de�ned) without

any guarantee on the quality of the obtained solution.

Some approaches cater for the time dimension when composing and selecting services.

In [10], Liang et al. propose a penalty-based genetic algorithm to select services under

temporal constraints. In this work, authors assume that QoS values are static and do not

depend on the time of the execution and only upper bound temporal constraints between

activities are considered. Zhang et al. [88] model the selection problem as a multi-

domain scheduling problem that minimizes service resources under time constraints.

The proposed service selection algorithm allows identifying the start and the �nish time

of each selected service while handling complex business structures. Wagner et al. [1]

propose a service selection approach with time-dependent QoS attributes. Apart from

that, inter-service dependencies are considered to describe general dependencies between

QoS values of interacting services (e.g., the cost of acompress movieservice may depend

on the amount of data generated by the serviceretrieve �le ). The authors employ a

GA to solve the multi-objective optimization problem. The proposed algorithm selects

a set of feasible solutions while specifying the start and the �nish time of each selected

service instance according to the values of QoS attributes at each time period. Both

approaches [88] and [1] do not consider temporal constraints at the business level.

� Approximate methods with pre-processing:

Recently, some approaches propose techniques to decompose global QoS constraints into

local ones. The idea consists in de�ning allowed local constraints for each business task

so that the global constraints are satis�ed. Thus, for each business task, the candidate

services that do not satisfy the local constraints can be removed. Local optimization

is then applied to select the best service for each abstract task such that all local con-

straints are ful�lled. For instance, Alrifai et al. [16] use a mixed integer programming

model to compute local constraints of each task based on a set of QoS levels for each

QoS attribute. After that, a local selection strategy is applied to select the best service

for each task. As a step forward, Qi et al. [72] suggest a local optimization method

to further reduce the number of candidate services based on QoS levels. In [73], Sun

et al. introduce a QoS decomposition approach based on the mean and the standard
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deviation of each QoS attribute while considering several composition structures. An-

other approach is proposed in [74] to de�ne local constraints using genetic algorithm.

Although the proposed solutions scale better when dealing with large problems, they

rely on greedy pruning methods when computing local constraints that can a�ect the

ability to �nd an optimal solution. Additionally, these works are not able to handle

time-dependent QoS attributes associated with temporal constraints and dependencies

between services.

The technology of the skyline has been also considered as an important concept in

QoS-based service selection for eliminating candidate services. Skyline analysis was �rst

treated in mathematical problems [89] and then it was investigated into the database

domains [90{92]. Recently, skyline computation has received signi�cant consideration in

service selection problems. The skyline is a set of services that are not dominated by any

other service based on their QoS values. A services1 is said to dominate another service

s2 if and only if it is better than or equal to s2 in all QoS parameters and it is strictly

better than s2 in at least one parameter. Yu et al. [51] identify service skylines from

uncertain QoS information to reduce the search space. The authors introduce a pruning

strategy to remove the p-dominated providers (i.e., the chance that these providers are

dominated by other providers is greater than or equal to a given probability threshold

p). In [53], Alrifai et al. propose hierarchical clustering method to cluster the skyline

services according to their utilities in order to prune all non-skyline services. The authors

build a tree structure of representative skyline services that will be used as inputs to a

MIP model. First, a small subset of services in inserted into the MIP. The search space

of the representative tree is then expanded iteratively by including more representative

services until a solution to the MIP is found. Benouaret et al. [93] introduce two skyline

variants, the � -dominant skyline and the � -dominant skyline to deal with both size and

quality requirements. The �rst requirement allows reducing the size of skyline when it is

very large, whereas, the second requirement aims to enhance the quality of the skyline by

including interesting services and removing services with bad compromise between their

QoS parameters. This work is only suitable to select skyline services for an individual

abstract task and does not handle the selection of a service composition. Moreover, none

of the above approaches identi�es skyline services while handling time-dependent QoS.

2.5.3 A Synthesis of Static Service Selection Approaches

In this Section, we present a synthesis of existing selection approaches considering the

following criteria (See Table 2.1):
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� Exact/Approximate : to indicate if the selection approach investigates an exact or

an approximate selection approach

� Local/Global : to indicate if the selection approach adopts a global or a hybrid

selection strategy

� Pre-processing technique: to present the pre-processing technique if it is applied

before selection

� Selection technique: to de�ne the di�erent steps of the proposed selection approach

� Constraints: to present the di�erent constraints taken into account including local

and global QoS and temporal constraints

� Time-dependent QoS: to indicate if the selection approach considers time-dependent

QoS

� Service dependencies: to specify the dependencies considered between services

including structural, QoS and temporal dependencies. The structure can be com-

plex (C) (i.e., various structural patterns are considered) or simple (S) (i.e., only

sequential patterns are considered).

2.6 Dynamic Service Selection

Service selection approaches discussed in the previous section are solely used to obtain

an ex-ante service combination. During execution, the QoS of the selected services

might deviate from their estimated values at design time. In fact, since service-oriented

systems are very likely to be executed in uncertain and dynamic environments, several

changes can a�ect the selected services and may lead to the violation of end-to-end

global constraints. Therefore, enabling service compositions to evolve in uncertain and

dynamic environments and adequately deal with violations and changes is imperative to

guarantee the ful�llment of the required needs. To do so, it is necessary to detect changes

in the environment as well as violations of the speci�ed constraints during execution.

The detection of changes can be achieved through various monitoring techniques [94, 95].

These techniques can be reactive [96, 97] (i.e., violations are detected only after their

occurrence) or proactive [98] (i.e., potential deviations can be identi�ed before their

occurrence).

To enable the adaptation of running service compositions in order to ensure ful�lling

QoS requirements, and/or to optimize the selected composition, various approaches

have been proposed. These approaches allow either the adaptation of thebehavior of
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the composition or the services forming the composition. Behavioral adaptation aims to

execute the service composition with respect to an alternative behavior after a possible

change or a violation during execution [99]. Alternative behaviors can be obtained by

changing the structure of the service composition (i.e., by changing structural patterns

of the composition) and/or the granularity of services (e.g., by merging coarse-grained

services into �ne-grained services or inversely).Adapting services forming the compo-

sition at run-time (also called dynamic service selection) aims to adjust the selected

service composition to face changes and violations during execution [67, 95, 100{103].

Dynamic service selection allows substituting involved failed services in the composition

with functionally equivalent ones while ful�lling end-to-end constraints. Dynamic ser-

vice selection approaches assume that an initial service combination is identi�ed using a

static selection approach and aim to dynamically re-select services according to changes

that might occur during execution such that all constraints remain satis�ed. In this

thesis, we particularly focus on dynamic service selection approaches.

2.6.1 Dynamic Service Selection Strategies

Dynamic service selection approaches at run-time adopt either areactive or a proactive

selection strategy to adapt service compositions [104].

2.6.1.1 Reactive Service Selection

Reactive service selection approaches [67, 100, 101] react to changes and failures and

deal with erroneous behaviors after their occurrence. However, handling changes once

failures have occurred might lead to undesirable e�ects. For instance, a delayed reaction

to changes may lead to the inability to �nd a feasible solution that satis�es all constraints

or a selection of a new solution that has a lower quality compared to the solution that

could be found if the reaction to changes is triggered earlier. Moreover, the late reaction

to changes might cause a signi�cant interruption time during the execution of services,

which is highly undesirable mainly in time-sensitive applications. Another limitation of

reactive approaches is that most of them do not take into account environment changes

which should be considered to enhance the selected solution (e.g., when a new better

service is added).

2.6.1.2 Proactive Service Selection

To deal with the limitations of reactive selection strategies, some approaches adopt

proactive selection strategy. Proactive approaches anticipate required adaptation actions
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prior to the occurrence of possible violations [95, 103, 105{107]. These approaches

perform adaptation actions before reaching an erroneous state. The main advantage of

this strategy is to increase the likelihood of �nding a possible solution while enhancing

the overall quality and avoiding the interruption of service execution due to for instance

the invocation of a faulty service. These approaches can also be used to optimize the

selected solution by considering the environment changes at run-time such as the addition

of new better services.

2.6.2 Dynamic Service Selection Approaches

Dynamic service selection represents a broad research topic. In this section, we consider

two classes of dynamic service selection:re-selection of servicesand backup solutions.

2.6.2.1 Re-selection of Services

Re-selection through substituting services of non-executed tasks is a popular way to

ensure the ful�llment of global constraints during execution. The substitution of services

can beglobal (i.e., applied to all non-executed services in the composition),partial (i.e.,

applied to a subset of non-executed services) orlocal (i.e., applied to one service in

the composition). When a partial or a global substitution is required, some approaches

apply the same service selection algorithm used to select the initial combination of

services while considering the values of the already executed services (See Section 2.5.2).

� Global Re-selection

Canfora et al. [101] introduce a service re-planning approach to re-plan the service

process during execution. The re-planning algorithm is triggered as long as services are

executed. If a considerable deviation in QoS values is observed, the execution is stopped

and the re-planning is triggered for non-executed tasks using a genetic algorithm. In [67],

Ardagna et al. propose re-optimization plans when possible violations occur at run-time.

The re-optimization is based on global optimal approach that re-select services for all

non-executed tasks to search for the best solution by adopting integer programming. A

similar approach is proposed by Zeng et al. [66] to re-select services for the non-executed

part of the process each time a change occurs in an executed service. In these approaches,

all potential candidate services for abstract tasks are considered in the re-selection step

which can be time consuming. Moreover, temporal properties and time-dependent QoS

are not taken into account.
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To avoid considering all candidate services, which is not appropriate during the execution

of services, Ramacher et al. identify a set of alternative services for each abstract task

[108]. The approach proposed in [108] deals with uncertainties of the response time and

the temporal conditions during execution based on a time-sensitive selection approach.

A MIP model is de�ned to adjust the combination of services when a deviation or

a violation is observed. If a large deviation of the start time of one abstract task

is observed or the execution time constraint is expected to be violated, a re-selection

action is triggered for non-executed tasks using MIP while considering only the set

of pre-selected services. An interesting feature of this approach is that it takes into

account time-critical service compositions while considering the temporal conditions on

the execution time of the whole composition. However, this work considers only one

quality attribute that should be optimized. Du et al. [109] propose a penalty-based

genetic algorithm to dynamically select services for business processes under temporal

constraints. The authors propose to re-select services for all tasks that have not yet been

executed each time a violation of a temporal constraint occurs. Both approaches [108]

and [109] can not handle environment changes such as the availability of new better

services and they are only applied for corrective purposes. Moreover, while considering

violations at execution time, they do not take into consideration time-dependent QoS

values, which can make the re-selection problem more complex to resolve. In fact, when

considering time-dependent QoS values, a violation of the execution duration of one

service may lead to a change in QoS values of its successor service.

Although the previous approaches guarantee the satisfaction of global QoS constraints,

they su�er from a high computation cost and require the interruption of the execution.

� Partial Re-selection

The algorithm proposed in [107] tries to �nd a replacement to the failed task from the

set of its candidate services. If there is no suitable replacement, a re-selection region is

increased incrementally to include other non-executed tasks until a solution is found. In

[110], Lin et al. de�ne selection regions to adapt the selected combination of services.

In this work, a selection region is identi�ed for each faulty service. These regions are

enlarged using a distance measure until a satisfactory solution is found. The selection

algorithm is triggered for each region to search for the optimal alternative composition.

However, in these approaches, to re-select services, all candidate services are considered.

A similar work that adopt a partial re-selection strategy is presented in [111] while

considering only a small set of alternative candidate services for each task. Li et al.

[111] identify a set of alternative candidate services for each task to reduce the number

of services that have to be considered during the selection. Authors preselect two services
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for each business task based on a distance measure with respect to the primary selected

services. Considering only two services may lead to the inability to �nd a feasible solution

in some cases based on the already executed services. Moreover, the measures used to

select alternative services are applied locally for each abstract task and do not consider

dependencies between the services of the di�erent tasks. All the previous approaches do

not consider speci�c characteristics related to the presence of temporal properties and

can not handle changes in temporal values (e.g., start and �nish time of services and

temporal dependencies between services). Moreover, these approaches do not cater for

optimization purposes and can only be used to �nd a recovery solution. Additionally,

re-selection actions are taken only when a violation occurs without preventing possible

violations.

As a step forward, Ismail et al. [112] address the issue of handling the violation of Service

Level Agreements (SLA) while considering the time impact analysis. In other words,

when a violation is observed, an impact region is de�ned to include all the impacted

services based on the time impact conditions in order to reduce the amount of service

changes during execution. In this work, only time dimensions are considered and no

support to QoS values violations is proposed. Moreover, there is no indication on how

new services are selected for each impact region.

� Local Re-selection

Local re-selection at run-time aims to substitute one service in the selected solution by

another service from the set of candidate services [103]. To enhance the e�ciency of

the re-selection process, some approaches identify a set of alternative candidate services

for each abstract task. Azmeh et al. [113] specify a set of alternative services prior to

the execution. These services are considered in case of failure in order to substitute a

failed service. However, in this work, only functional properties are considered. Given

a work
ow, in [114], Wagner et al. identify backup services for each task during the

selection of services. First, functional clustering is applied on the set of services. If a

service fails during execution, it is replaced by one of the backup services in its sub-

cluster. The service with the shortest distance to the originally selected service is then

selected to be executed. In this approach, QoS values of backup services are taken into

account during the selection of services, which allows the estimation of the overall quality

of the compositions of services in case of failure.

2.6.2.2 Backup Solutions

To deal with the high overhead of the re-selection of services during execution, some

researches resort to the use of backup solutions. This mechanism is widely used to
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adapt service compositions at run-time. Backup solutions are identi�ed prior to the

execution of the service composition so that, if a problem occurs, these solutions can be

used to maintain the successful execution of services.

In [115], Cha
e et al. pre-specify several alternative plans at di�erent levels that can

be selected at run-time. While this work allows for handling several changes, it may

be the case where no prede�ned plan is feasible even though a solution to the problem

does exist, which decreases the e�ciency of the proposed approach. In [102], Yu et

al. propose an o�ine algorithm to react to service changes. The proposed algorithm

identi�es a secondary path from each service so that if a service becomes faulty at run-

time, the secondary path from this service will be used to repair the combination of

services. However, only one failure can be handled, which is not appropriate in highly

uncertain and dynamic environments. In [116], Ben Mabrouk et al. classify the most

representative services of each abstract task according to their QoS values. A search tree

is then applied to select the best combination of services during execution by checking

services in an ordered way. Multiple service compositions that satisfy QoS constraints are

identi�ed during selection, so that they can be used if a change occurs during execution.

Yang et al. and Dai et al. [105, 106] propose proactive selection approach based on

backup solutions. When a failure occurs, the execution is switched to a backup solution.

Despite the early reaction to changes, only services that succeed the failed service are

considered. However, in some cases including also non-executed services that precede

the a�ected service might lead to a better solution. Moreover, the proposed approach

caters only of repair purposes and ignore optimization issues that can prevent violations.

In these approaches, all backup solutions are determined prior to the execution without

considering environment changes. Considering static backup solutions at request time is

not a practical solution when dealing with highly uncertain and dynamic environment

and heavily constrained problems.

Barakat et al. [117] introduce a reactive service selection algorithm to deal with service

changes during the selection process while dealing with dynamic backup solutions. The

main idea is to react to service changes during selection so that the selected solution

can be executable, satisfactory and optimal prior to execution. Authors focus on service

failures and changes during the selection phase by adjusting the selected services when

new information becomes available. This approach, however, su�ers from a high com-

putation cost since possible backup paths are recomputed each time a change occurs.

Moreover, the proposed approach is restricted to changes during the selection phase

while neglecting deviations that may occur during the execution phase.
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2.6.3 A Synthesis of Dynamic Service Selection Approaches

Table 2.2 provides a synthesis of the current dynamic service selection approaches based

on the following criteria.

� Reactive/Proactive: to indicate if the dynamic selection approach adopts a reactive

or a proactive service selection strategy

� Selection technique: to specify the technique used to adapt the service combination

during execution. If a re-selection is applied, (L), (P) and (G) indicate a local, a

partial or a global re-selection, respectively. If the selection approach is based on a

set of backup plans, (S) denotes static backups and (D) denotes dynamic backups

plans.

� Optimization purpose: to indicate if the dynamic selection approach allows opti-

mizing the selected solution or adaptation actions are only applied for corrective

purposes

� Solution optimality : to indicate if the new solution after a re-selection is optimal

� Environment changes: to indicate if the environment changes are taken into ac-

count

� Execution interruption : to indicate if the dynamic selection approach allows for

avoiding the interruption of execution

� Time-dependent QoS: to indicate if the selection approach considers time-dependent

QoS

� Service dependencies: to specify the dependencies considered between services

including structural, QoS and temporal dependencies.

2.7 Summary and Discussion

In recent years, QoS-aware service selection at both design time and run-time has re-

ceived great importance. Despite active research, several limitations can be identi�ed

according to the research challenges presented in Chapter 1.
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� Constraints and Dependencies between Services

Structural constraints between services in a composition are speci�ed by sequential

dependencies in several approaches. This is very restrictive to e�ectively present

structural dependencies between abstract tasks in a business process. Moreover,

existing attempts to service selection usually consider only structural dependencies

between services and neglect QoS and temporal constraints and dependencies that

might be speci�ed at the business level (See Table 2.1). However, in various cases,

several constraints and dependencies may arise between services in order to gain

control over the successful execution of business tasks. Hence, several service

selection approaches can not be used in heavily constrained selection problems

and they are only suitable for simple problems where all tasks are supposed to be

executed in sequence without considering dependencies between them.

� Time-dependent QoS

According to the state-of-the art discussed in the previous sections, most of current

QoS-aware service selection approaches usually consider static QoS values. Unlike

static QoS values, which have been deeply studied in the existing service selection

approaches, time-dependent QoS are insu�ciently taken into consideration. In

real-world applications, most of QoS attributes (e.g., response time, cost) are time-

dependent. As a result, in di�erent time periods, QoS values may considerably

vary. Considering only static QoS values prevents from capturing the variations of

QoS values over time. In addition, this may result in inaccurate QoS representation

that might lead to service compositions that are not satisfactory at run-time.

� Scalability and Optimality

Di�erent service selection approaches have been proposed to select optimal and

close-to-optimal solutions. These methods rather adopt exact or approximate se-

lection strategies that can be used to select the primary service selection or to

re-select services at run-time. On one hand, exact solutions usually su�er from

scalability issues and poor e�ciency especially in large-scale selection problems.

This is highly undesirable notably when re-selecting services at run-time since it

may cause a long interruption of the service execution. On the other hand, approx-

imate approaches generally degrade the quality of the selected solution. Hence,

it is essential to �nd a trade-o� between the computation time required to �nd a

feasible solution and the optimality of the selected solution. Several approaches

propose pre-processing techniques to reduce the search space prior to the selection

process. These techniques usually rely on greedy reduction space techniques that

can prune candidate services that can be part of the optimal solution.

� Uncertainty and Dynamic Environments
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Dealing with changes and violations during service execution is necessary to guar-

antee the successful execution of service compositions. Dynamic service selection

approaches can be reactive (i.e., they take adaptation actions after a violation

occurs) or proactive (i.e., they take adaptation actions at early stages without

delaying the reaction until the faulty service is executed) (See Table 2.2). Most of

current dynamic service selection approaches follow a reactive selection strategy

and do not allow proactive selection during service execution. Reactive approaches

su�er from signi�cant interruption time. Some e�orts have been proposed to re-

solve this issue by identifying backup solutions or by reducing the number of ser-

vices considered in the re-selection step. Current approaches suppose that the set

of backup services and solutions is static (i.e., does not change during execution),

which may deteriorate the e�ciency of the selection algorithm especially in highly

dynamic and uncertain environments when various changes may be observed dur-

ing execution. In fact, identifying the set of backup services and solutions during

the initial selection might lead to undesirable e�ects (e.g., there is no backup ser-

vice that can participate in a satisfactory solution after a violation). While proac-

tive approaches handle erroneous behaviors at early stages, most state-of-the-art

approaches trigger re-selection only for repair purposes and neglect optimization

purposes.

2.8 Conclusion

In this chapter, we have analyzed and discussed related work on static and dynamic ser-

vice selection approaches while considering QoS and temporal constraints. This analysis

shows that although the service selection problem has been widely treated in literature

and has received the attention of several researchers, there are still some limitations that

have to be considered.

In this thesis, we aim to overcome these limitations. In particular, to allow adequate

evaluation of QoS variations over time, we considertime-dependent QoS. Moreover, in

order to e�ectively capture the dependencies between services, we provide a rich model

of the service selection problem. This model characterizes QoS, temporal and structural

constraints through handling complex business structures.

To deal with scalability and optimality issues, we developpruning techniquesto remove

inadequate services without any impact on the optimality. An exact and approximate

service selectionalgorithms are then presented to �nd an optimal and a near-to-optimal

solution, respectively, while reaching a reasonable computation time. Finally, we propose

a proactive dynamic service selectionapproach to handle changes and violations during
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execution. A key feature of the dynamic service selection approach is the early reactions

to changes to avoid possible violations at run-time and allow �nding solutions with good

quality values. The di�erent contributions of the proposed approach are discussed in

the next chapters.
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3.1 Introduction

Service selection problem we are interested in consists on �nding the adequate services

so that constraints at the business and the service levels are satis�ed. In this thesis, we

assume that an abstract process model is already given by a business designer prior to the

selection of service combinations. In this chapter, we introduce the speci�cation of the

35
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service selection problem as well as the notations used throughout the thesis. In Section

3.2, we give a detailed description of the di�erent business constraints. This includes

structural, QoS and temporal constraints that may be speci�ed by business designers

and global user constraints. In Section 3.3, we introduce service level constraints. In

Section 3.4, we de�ne the quality model of the composite service followed by a de�nition

of the constraint optimization problem. Finally, in Section 3.5, we conclude the chapter.

3.2 Business Level Constraints

A business process is usually de�ned by a set of activities (or abstract tasks) hereafter,

denoted by A = f A1; :::; Ang. Several constraints may be speci�ed at the business level.

In the following, we present the constraints considered in our work (i.e., structural, QoS

and temporal constraints).

3.2.1 Structural Constraints

Usually, abstract tasks of each business process have structural dependencies between

them. We assume that each business process is characterized by a single initial task and

a single end task. We denote byPd(A i ) the set of immediate predecessors of the task

A i 2 A .

We consider the four commonly adopted structural patterns, which cover most of the

structures speci�ed by composition languages such as BPEL (Business Process Execution

Language) [118]. A more detailed classi�cation, including other structural patterns is

provided in [36].

� Sequence: in this pattern, activities are executed in sequence. For example, in

Figure 3.1(a), the task A j is executed after the taskA i is completed. We denote

by S the set of activities that belong to a sequence structure.

� Parallel (AND) : this pattern indicates that activities are executed in parallel (Fig-

ure 3.1(b)). It involves the AND-split and AND-join 
ow patterns, which divide

the control into parallel branches, and merge these branches, respectively. We

denote by P the set of activities that belong to a parallel structure and SP the

set of parallel structures. Pl 2 SP indicates the parallel structure l .

� Exclusive Choice (XOR): exclusive choice pattern indicates that only one activity

can be executed in each choice structure (Figure 3.1 (c)). We denote byC the set

of activities that belong to a choice structure. In the following, SC indicates the
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set of choice structures andCl 2 SC indicates the choice structure l . For each

choice structure Cl 2 SC, pli is the probability to execute the branch of a task A i ,

8A i 2 Cl . The probability of each choice branch is a value in [0,1] s.t.
P nC l

i =1 pli = 1

and nCl is the number of disjoint branches in the choice structureCl .

� Loop: loop pattern indicates that activities can be executed in an iterative man-

ner. In the following, we denote by L the set of activities that will be executed

iteratively. We suppose that their is an upper bound for the number of iterations

of each loop. The maximum number of iterations can be identi�ed through a his-

tory based estimation and from previous task executions. The maximum number

of loops of each activity A i 2 L is denoted by � i (Figure 3.1 (d)).

Figure 3.1: Common structural patterns

3.2.2 Global Constraints

In order to select the best composite serviceCS (i.e., the best combination of services),

the user can specify in his request a set of attributes whose values must be satis�ed

(i.e., constraint attributes ) and a set of attributes whose values must be optimized (i.e.,

objective attributes). Constraint attributes are usually speci�ed as global constraints

(e.g., the user requires that the cost of the composite service does not exceed 20 units).

These constraints are based on non-temporal QoS attributes (e.g., cost, reliability) and

on temporal attributes (e.g., execution time, deadline). For simplicity, in what follows all

attributes speci�ed in the user requirements are considered as QoS attributes. Objective
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attributes de�ne the attributes that the user wants to maximize or minimize (e.g., the

user desires to minimize the cost of the composite service). In this thesis, constraint and

objective attributes are handled in the same way (i.e., all attributes have to be ful�lled

and optimized).

Let QS denoting the set of user's QoS attributes. Theyth QoS attribute is denoted by

qy s.t., qy 2 QS with 1 � y � m where m is the number of global QoS constraints.

We consider four categories of QoS attributes that are widely used in the literature:

Additive, Average, Multiplicative and Max-Operator [37, 73, 124]. Further details about

these categories are presented in the next sections. Each QoS attributeqy 2 QS has

either:

� an increasing better value direction (i.e., the quality is better when the attribute

value increases)

� a decreasing better value direction(i.e., the quality is better when the attribute

value decreases).

On the other hand, QoS attributes can be divided into two classes:

� quantitative attributes that can be measured using metrics (e.g., availability, re-

sponse time)

� qualitative attributes that can not be measured and they are generally evaluated

based on boolean values (e.g., privacy, security)

For the sake of simplicity, henceforth, we do not consider QoS attributes with increasing

value direction since they can be easily transformed to decreasing value direction based

attributes by multiplying their values by -1. In addition, we consider only quantitative

attributes. Qualitative attributes can be considered as quantitative attributes that can

be measured based on two boolean metrics (i.e., 0 and 1).

In the following, Q(qy) denotes the value of the global constraint of the QoS attribute

qy of the composite service (e.g.,Q(cost) = 68 indicates that the value of the global

cost of the composite service is equal to 68 cost units). Note that since we consider

only quantitative attributes with decreasing value direction, only upper bound QoS

constraints are taken into account when dealing with global user constraints. Moreover,

all attributes have to be minimized. To represent his preferences, the user may specify

a weight for each QoS attribute qy denoted by Wy , s.t.,
P

qy 2QS Wy = 1. Otherwise, all

quality attributes are considered at the same level of preferences.
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3.2.3 QoS Constraints

In addition to structural constraints, business designers may specify a set ofintra-

task QoS constraints at the business level denoted byQC [67]. Intra-task QoS con-

straints de�ne quality for a given task in the process. Each intra-task QoS constraint

qci (TP; V; qy) 2 QC is characterized by:

{ the activity A i 2 A concerned by the QoS constraint

{ the type of the QoS constraint TP, which can be either MIN to denote a lower

bound constraint or MAX to denote an upper bound constraint (i.e., TP 2 f MIN,

MAX g)

{ a value V that must not be exceeded

{ a QoS parameter qy 2 QS for which the constraint is applied

For instance, in the motivating scenario presented in Section 1.3, the constraintQC5

can be denoted byqc5(MAX; 14; cost) to indicate that the cost of the task A5 must be

less than 14.

Some approaches consider dependencies between QoS values of interacting services [1,

14, 119]. For instance, the QoS value of a service may depend on the QoS value of

another service. In this thesis, we suppose that there are no QoS dependencies between

the services of the di�erent business tasks.

3.2.4 Temporal Constraints

Temporal constraints may also be associated with business processes. We distinguish

between intra- and inter-task temporal constraints [7, 120].

� Intra-task temporal constraints : relate to the start and the �nish time of each task.

We denote byT Cthe set of intra-task temporal constraints. A temporal constraint

tci (TP; T) 2 T C is characterized by:

{ the activity concerned by the temporal constraint (i.e., A i 2 A )

{ a type TP 2 f must start on (MSO), must �nish on (MFO), start no earlier

than (SNET), �nish no earlier than (FNET), start no later than (SNLT),

�nish no later than (FNLT) g

{ a time point T
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For example, the constraint TC2 in the scenario presented in Section 1.3 is denoted

by tc2(FNLT; 15) to indicate that the task A2 must �nish no later than 3 p.m.

� Inter-task temporal constraints: specify temporal dependencies between tasks.

These dependencies de�ne the time lags between two directly or indirectly succeed-

ing tasks to restrict the time span between them. The set of inter-task temporal

constraints is denoted byT D. Each temporal dependencytdi;v (TP; Dmin
iv ; D max

iv ) 2

T D is characterized by:

{ a source and a destination tasksA i 2 A and Av 2 A

{ a type TP 2 f start-to-start (SS), start-to-�nish (SF), �nish-to-start (FS),

�nish-to-�nish (FF) g

{ a minimum and a maximum duration between the source and the destination

tasks (i.e., A i and Av) denoted by D min
iv and D max

iv , respectively

For instance, the temporal dependencyTD1;3 in Section 1.3 is denoted bytd1;3(SF; 1; 12)

to indicate that the task A3 has to �nish no earlier than 1 time unit and no later

than 12 time units after the start of the task A1.

Some work extends the BPMN language to handle temporal properties in business pro-

cesses [7, 120{122]. We argue that these approaches can be used to specify intra- and

inter-task constraints at the business level. In this thesis, we assume that business pro-

cesses are well-structured and that all constraints are veri�ed (i.e., there are no con
icts

between them). The veri�cation of the consistency of business processes while consider-

ing several constraints is widely treated in literature [7, 123]. This step it is out of the

scope of this thesis.

3.3 Service Level Constraints

Apart from constraints speci�ed at the business level, other constraints may also be

de�ned at service level. Each activity A i of a business process has a setSi of potential

candidate services. The candidate services of an activityA i (i.e., a service class) are

functionally equivalent and can be distinguished by their QoS attributes.

3.3.1 Time-dependent QoS

As stated in Chapter 1, in this thesis, we assume that QoS values of candidate services

may change over the time. For instance, services may have temporal constraints related
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to their availabilities (e.g., a service can be unavailable each day from 8 p.m to 11 p.m).

Moreover, a service may assign temporal constraints to QoS attributes, called time-

dependent QoS. For example, a service o�ers a smaller response time from 7 p.m to 10

p.m.

Each serviceSij 2 S i is characterized by a setTij of disjoint time intervals during

which it o�ers di�erent QoS values. To capture QoS variations related to these time-

dependent QoS, we introduce the notion oftimed service instanceof candidate services.

Each timed service instance (service instance for short) is associated with a time interval.

We denote by Sijk the kth timed instance of the serviceSij corresponding to the time

interval TSijk 2 Tij . Each time span TSijk is characterized by absolute minimum start

and maximum �nish time values denoted by tmin
Sijk

and tmax
Sijk

, respectively.

We denote by Q(Sijk ; qy) the value of the QoS attribute qy 2 QS o�ered by the service

Sij at the time span TSijk . Given our motivating scenario presented in Section 1.3,

service instances of the di�erent candidate services are presented in Figure 3.2. In this

example, for instance, Q(S132; cost)=19 denotes that the cost of the service instance

S132 of the serviceS13 is equal to 19 cost units. The QoS values of this service instance

are o�ered in the time span [14,20].

Figure 3.2: Candidate service instances of our motivating scenario

The set of QoS parameters as well as their corresponding intervals (i.e., the intervals

during which a service o�ers the announced QoS) each service instancesi of a task A i

establishes a (m + 2)-dimensional parameter vector denoted byPV si hpsi
1 ; ::; psi

y ; ::; psi
m+2 i

with psi
y = Q(si ; qy), 81 � y � m, psi

m+1 is the minimum start time of the service instance

si (i.e., tmin
si

) and psi
m+2 is the maximum �nish time of si (i.e., tmax

si
).
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3.3.2 QoS Distributions and Patterns

QoS values of each service class may follow di�erent distributions that may a�ect the

performance of the selection problem. Moreover, when considering temporal properties,

we distinguish several patterns and schemes for QoS values according to the time spans

in which they are speci�ed. In this section, we give examples of QoS distributions and

patterns.

3.3.2.1 QoS Distributions

Three types of distributions of quality attributes are de�ned in [53]. These distributions

are presented in Figure 3.3 while considering two-dimensional search space:

� Independent: the values of quality attributes are independent of each others

� Correlated: if the value of one quality attribute of a service is good, the values of

the other quality attributes of this service are also good

� Anti-correlated : if the value of one quality attribute of a service is good, the values

of the other quality attributes are bad

Figure 3.3: Di�erent distributions of quality attributes

In the following chapters, we explain how these distributions may in
uence the perfor-

mance of the selection process.

3.3.2.2 Patterns of Time-dependent QoS

Time-dependent QoS was introduced in several approaches in multiple domains such as

[1, 2, 14, 125{128]. In these approaches, QoS attributes can have di�erent schemes and

patterns.

In [1], two QoS schemes have been introduced:saturation and repeated. Figure 3.4

shows the di�erent QoS schemes that can be used to present time-dependent QoS. In
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this example, authors expose the variations of the values of the price of a compress movie

service. The repeated scheme is used when the variation of QoS values is repeated over

a time period (e.g., the price of the service is more expensive during weekdays then in

the weekends). The saturation scheme is used when QoS values follow a monotonous

variations (e.g., the price of the compress movie service is more expensive if the user

want to watch the �lm right after the release date of the �lm). In [14], authors assume

that if QoS values of a service instance do not change monotonically, this instance can

be split into several service instances.

Figure 3.4: Di�erent schemes for time-dependent QoS [1]

QoS variations may also have irregular scheme or change over the days [2] (See Figure

3.5).

Figure 3.5: Examples of QoS patterns [2]

An extension to the WS-Agreement speci�cation to cater for temporal properties in

service o�ers has been proposed in [125, 129]. This extension allows the speci�cation

of time cycles and periods in service o�ers. An example of temporal-aware agreement

template and o�er proposed in [129] is given in Appendix C. In this thesis, we do not

consider any special scheme or pattern for time-dependent QoS values and we suppose

that time-dependent QoS models are de�ned by service providers. The speci�cation of

these models can be achieved based on the history of previous service invocations [51]

or using existing QoS prediction methods [13, 128]. Moreover, existing work such as
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[125, 126] can be used to model service o�ers while considering time-dependent QoS

values.

3.4 Composite Service Quality Model

QoS-based service selection requires the evaluation of the QoS of service compositions

in order to select the best solution based on estimated QoS values of services.

3.4.1 Aggregation Function

The value of a QoS attribute qy for a composite serviceCS is denoted byQ(CS; qy). It

is computed by the aggregation of the corresponding quality values of its elementary ser-

vices. The aggregation functionAgg depends on the distinguish characteristics of quality

attributes (i.e., Additive, Average, Multiplicative and Max-Operator) and the structure

of the business process (i.e., the structural patterns involved such as sequence, parallel,

choice and loop patterns). Table 3.1 shows examples of aggregation functions considered

in this thesis with n is the number of activities. Thus, Q(CS; qy) = AggA i 2A (Q(A i ; qy)),

where, Q(A i ; qy) denotes the value of the quality attribute qy for the component service

corresponding to the taskA i .

Table 3.1: Examples of aggregation functions.

Category Sequence Parallel Choice Loop

Additive
nP

i =1
Q(A i ; qy)

nP

i =1
Q(A i ; qy)

nP

i =1
pli Q(A i ; qy) � i Q(A i ; qy)

Average 1
n

nP

i =1
Q(A i ; qy) 1

n

nP

i =1
Q(A i ; qy)

nP

i =1
pli Q(A i ; qy) � i Q(A i ; qy)

Multiplicative
nQ

i =1
Q(A i ; qy)

nQ

i =1
Q(A i ; qy)

nP

i =1
pli Q(A i ; qy) Q(A i ; qy) � i

Max-operator
nP

i =1
Q(A i ; qy) maxn

i =1 f Q(A i ; qy)g
nP

i =1
pli Q(A i ; qy) � i Q(A i ; qy)

In the following, we de�ne the aggregation function of a whole composition according to

the di�erent categories of quality parameters by exploring the structure of the compo-

sition. For simplicity, we denote by Agg the aggregation function AggA i 2A (Q(A i ; qy)).

3.4.1.1 Additive Attributes

The value of an additive attribute (e.g., the execution cost) for a composite service can

be determined through the sum of the values of this attribute for all the component
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services. To measure the local thresholds for an additive attribute, the aggregation

function can be presented as follows:

Agg =
X

A i 2S

Q(A i ; qy)+
X

A i 2P

Q(A i ; qy)+
X

Cl 2SC

X

A i 2 Cl

pli Q(A i ; qy)+
X

A i 2L

� i Q(A i ; qy) (3.1)

3.4.1.2 Average Attributes

In this category, the value of the attribute of the composite service is measured by the

average of the values of the attribute of its atomic services (e.g., the availability). To

compute local thresholds of average attributes, we propose the following aggregation

function with ns is the number of component services.

Agg =
1

ns
(

X

A i 2S

Q(A i ; qy) +
X

A i 2P

Q(A i ; qy) +
X

Cl 2SC

X

A i 2 Cl

pli Q(A i ; qy) +
X

A i 2L

� i Q(A i ; qy))

(3.2)

3.4.1.3 Multiplicative Attributes

Multiplicative attributes of composite services (e.g., the reputation) can be computed

by multiplying the values of the attribute of the component services. Constraint (3.3)

presents the aggregation function of component services values.

Agg =
Y

A i 2S

Q(A i ; qy) �
Y

A i 2P

Q(A i ; qy) �
Y

Cl 2SC

(
X

A i 2 Cl

pli Q(A i ; qy)) �
Y

A i 2L

Q(A i ; qy) � i (3.3)

3.4.1.4 Max-Operator Attributes

These attributes di�er from other attribute categories in that di�erent aggregation func-

tions are used in sequential and parallel structures (See Table 3.1). Max-operator at-

tributes for a composite service are measured by the sum of attribute values of its atomic

services in a sequential structures, and the highest branch value in each parallel structure

(e.g., the execution time). Thus, the aggregation function used to check the satisfaction

of the global QoS constraint is as follows:

Agg =
X

A i 2S

Q(A i ; qy)+
X

Pl 2SP

maxA i 2 Pl f Q(A i ; qy)g+
X

Cl 2SC

X

A i 2 Cl

pli Q(A i ; qy)+
X

A i 2L

� i Q(A i ; qy)

(3.4)
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3.4.2 Utility Function

To evaluate the quality of the composite service based on user preferences, we de�ne

an utility function . This latter is a normalized function whose values range over [0,1].

It enables the aggregation of the service composition quality values into a single value

while considering user preferences in order to select the best services. Therefore, the

utility value of a composite serviceCS is computed as follows using the Simple Additive

Weighting method (SAW) [44]:

U(CS) =
mX

y=1

Wy �
Q(qy)max � Q(CS; qy)
Q(qy)max � Q(qy)min (3.5)

Where Q(qy)min and Q(qy)max denote respectively, the minimum and maximum aggre-

gated values of theyth quality attribute of CS with Q(qy)max � Q(qy)min 6= 0 ; 8qy 2 QS .

These values are computed as follows:

Q(qy)min = AggA i 2A (Q(A i ; qy)min )

and

Q(qy)max = AggA i 2A (Q(A i ; qy)max )

with

Q(A i ; qy)min = min f Q(Sijk ; qy) j Sij 2 S i ; TSijk 2 Tij g

and

Q(A i ; qy)max = maxf Q(Sijk ; qy) j Sij 2 S i ; TSijk 2 Tij g

In what follows, we denote bytmin
A i

and tmax
A i

, the minimum possible start and maximum

�nish time of the task A i , respectively, 8A i 2 A , with:

tmin
A i

= min f tmin
Sijk

j Sij 2 S i ; TSijk 2 Tij g

and

tmax
A i

= maxf tmax
Sijk

j Sij 2 S i ; TSijk 2 Tij g

Note that since the minimum and maximum values of all domains are independent of

user requirements, they can be determined at the design time and then, they can be

continuously updated in response to the environment changes (e.g., the addition of a

new service, the change of quality values of one or more services).
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3.4.3 Optimal Service Composition

Constraint programming is a competitive paradigm for solving single-objective con-

straint optimization problems (COP) (See Section 2.4.2). In this thesis, we propose

to use the COP formalism in the di�erent steps of our approach. The choice of COP is

based on its simplicity to model several real-world constraint-based problems due to its

natural expressiveness and the e�ciency of the existing underlying solvers. Hereafter,

we give de�nitions of both CSP and COP as well as feasible and optimal solutions.

De�nition 3.1. (Constraint Satisfaction Problem (CSP)). A CSP is a triplet

P = ( X; D; C ) where:

� X is an n-tuple of variables that can take values in certain ranges with X =

f x1; x2; :::; xng

� D is an n-tuple of domains, which represent the possible values that each variable

can take with D = D1 � D2 � ::: � Dn such that D i is the domain of the variable

x i 8 i = 1 ; 2; :::; n

� C is a t-tuple of constraints, which state the relations between the di�erent vari-

ables with C = f C1; C2; :::; Ct g

A CSP is said satis�ed or feasible if it has at least one feasible solution.

De�nition 3.2. (Feasible Solution). A feasible solution of a CSP is an n-tuple

d 2 D that gives a proper assignment of domain values to all variables inX where

d = ( d1; d2; :::; dn ) and di 2 D i 8 i = 1 ; 2; :::; n such that all constraints in C are satis�ed

simultaneously.

De�nition 3.3. (Constraint Optimization Problem (COP)). A COP is a CSP

that aims to optimize (minimize or maximize) an objective function. It can be denoted

by a quadruple P0 = ( P; f ) where:

� P = ( X; D; C ) is a CSP

� f : D ! R is the objective function of P0

De�nition 3.4. (Optimal Solution). An optimal solution of a COP is a solution of

P that is optimal with respect to f .

A solution to the service selection problem is then, a combination of concrete services

(each service implements one abstract business task) that complies with business con-

straints and satis�es all global user constraints while optimizing the overall utility (i.e.,
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the objective function). Further details about the service selection approach will be

given in Chapter 5.

In the following, we denote by CS� = f ss
1; :::; ss

i ; :::; ss
ng the selected solution wheress

i

denotes the selected service for the taskA i . Thus, Q(CS� ; qy) = AggA i 2A (Q(ss
i ; qy)),

8A i 2 A . Each selected servicess
i has a set of quality values as well as two temporal

values, which are identi�ed considering the set of all selected services: the estimated

start time and the estimated �nish time denoted by st i and f t i , respectively.

3.5 Conclusion

In this chapter, we have presented the di�erent constraints we consider to tackle the

service selection problem. We �rst introduced the di�erent constraints at business and

service level. The proposed model assumes that business processes are well de�ned and

well structured (i.e., there are no con
icts between the involved constraints). In this

thesis, we consider complex business structures while handling several categories of QoS

attributes and di�erent types of temporal properties and dependencies between services.

QoS-based service selection should guarantee that all constraints are ful�lled. In this

context, we characterized the optimal service composition problem which can be modeled

as a COP which relies on the service composition quality model we introduced. In the

next chapter, we present our pruning techniques in order to reduce the search space and

enhance the e�ciency of the service selection process.
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4.1 Introduction

Intuitively, to select the best combination of services, all candidate services are consid-

ered [66, 67, 76]. However, this is impractical when the number of services increases since

the time needed to solve the service selection problem becomes exponential. Moreover,

the presence of time-dependent QoS and temporal constraints increases the number of

possible solutions and decision variables. For instance, given a business process with 6

tasks, 500 candidate services for each task and two timed instances for each service, the

number of possible combinations of services is (2� 500)6. However, not all services are

potential candidates for the feasible solution.

49
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To handle this issue, we propose a service pruning approach, which aims to reduce the

number of candidate services for each business task. The goal is to reduce the number

of possible combinations of services that have to be considered while guaranteeing that

the optimal solution still be found. On the other side, we intend to avoid discarding

any candidate service that might be part of a feasible solution. To do so, we have pro-

posed two pruning strategies :dominance-based pruningand constraint-based pruning.

Furthermore, in case there is no feasible solution to the selection problem, the prun-

ing process allows for identifying the cause of the failure at earlier stages (i.e., before

performing the selection process). Based on this, we propose improvement strategies to

enhance the selection problem.

To summarize, the aim of the pruning process is two-fold: (1) it allows reducing the

search space and thus, enhancing the e�ciency of the selection process; (2) it helps to

improve the selection problem by detecting at earlier stages possible causes of failures

even before performing the selection process.

This chapter is organized as follows. In Section 4.2, we present our dominance-based

pruning strategy. Section 4.3 details the constraint-based pruning techniques. Improve-

ment strategies are proposed in Section 4.4 to enhance the service selection problem

prior to the selection process. Finally, Section 4.5 concludes the chapter.

4.2 Dominance-based Pruning Process

In order to reduce the search space of each service class while considering time-dependent

QoS values, we propose to extend the notion of the dominance relationship introduced

in the literature [51, 53, 93]. The dominance-based pruning process depends on the

characteristics of candidate services without the need of using a speci�c ranking function.

However, when de�ning the set of non-dominated services for each service class (i.e.,

skyline services), the large number of services can introduce signi�cant computational

overhead for the pairwise comparison. To deal with this, dominant services are identi�ed

o�ine since they are independent of the user's requirements.

De�nition 4.1. (Skyline Services). Given a service classSi for a speci�c business

task A i 2 A and two service instancess1; s2 2 S i , s1 dominates s2 (denoted by s1 � s2)

i� s1 is better than or equal to s2 in all parameters and strictly better in at least one

parameter. In other words, 81 � y � m+2, ps1
y � ps2

y and 9 1 � k � m+2 s.t., ps1
k � ps2

k

with:
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ps1
y � ps2

y =)

8
>><

>>:

Q(s1; qy) � Q(s2; qy) if 1 � y � m

tmin
s1

� tmin
s2

if y = m + 1

tmax
s1

� tmax
s2

if y = m + 2

(4.1)

And

ps1
y � ps2

y =)

8
>><

>>:

Q(s1; qy) < Q (s2; qy) if 1 � y � m

tmin
s1

< t min
s2

if y = m + 1

tmax
s1

> t max
s2

if y = m + 2

(4.2)

Hence, the set of skyline services of a service classSi (denoted by SSkyi ) is constituted

of the candidate services inSi that are not dominated by any other service in the same

class. This can be achieved i�, for two service instancess1; s2 2 S i , one of the following

cases is true:

- 81 � y � m, Q(s1; qy) � Q(s2; qy) and 9 1 � y � m s.t. Q(s1; qy) < Q (s2; qy) and

tmin
s1

� tmin
s2

and tmax
s1

� tmax
s2

- 81 � y � m, Q(s1; qy) � Q(s2; qy) and tmin
s1

� tmin
s2

and tmax
s1

> t max
s2

- 81 � y � m, Q(s1; qy) � Q(s2; qy) and tmin
s1

< t min
s2

and tmax
s1

� tmax
s2

Example 4.1. To better illustrate, let's consider the example presented in Figure 4.1,

which shows the set of dominated and non-dominated candidate service instances for a

given business task. Service instances are represented as points in two-dimensional space

according to their QoS values. Each service instance is de�ned by two QoS parameters

(i.e., the execution duration and the cost) and a time interval that de�nes its start and

�nish time. If we consider only static QoS, the set of skyline services is presented by red

rectangles in Figure 4.1, since they are not dominated by any other services based on

their QoS values. However, when dealing with time-dependent QoS, services presented

by green triangles will also be considered as skyline services, since none of the three

cases presented previously is ful�lled. Let's consider, for instance, the two servicesa

and b. Although the service a o�ers better QoS values, its time span does not cover

that of the service b. Hence, this latter can be better than the servicea according to

its time properties for a speci�c selection problem and thus, it should be preserved.

Another example is that the servicec can be pruned since it is dominated by the service

a. Actually, this latter o�ers better QoS values and its time interval covers that of the

servicec.

Back to the electronic device production example we have introduced above, according

to the service instances depicted in Figure 3.2, the service instanceS631 dominates the
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service instancesS621 and S622 since it o�ers better quality values and has a larger time

interval. Thus, these two latter instances can be removed from the search space.

Figure 4.1: Skyline services based on QoS attributes and temporal properties

In what follows, we argue that the dominance-based pruning step does not discard the

optimal solution if it exists. Before explaining the proposed Lemma, we give Theorem

4.1.

Theorem 4.1. If a combination of servicesCS satis�es all constraints, a combination of

servicesCS0 derived from CS by substituting at least one service inCS by another better

service (for at least one quality or temporal attribute and with the same or better values

for other attributes), while preserving all other services, satis�es all constraints and has

the same or better utility value under two conditions: (1) the QoS aggregation functions

are monotone (i.e., higher (lower) values produce a higher (lower) overall aggregated

value) and (2) all services are independent (i.e., the quality values of one service do not

depend on the quality values of another service).

We point out that in this work, there are no QoS dependencies between services (i.e.,

replacing one service in the composition by another service does not have in
uence on the

QoS values of the other services in the composition) (See Section 3.2.3). Moreover, all

aggregation functions are monotone. This latter condition has been proven in [54, 130]

for several QoS categories.

Lemma 4.1. The set of skyline services of all tasks allows computing the best solution

(if it exists) under the monotone and the independent conditions.

Theorem 4.1 and Lemma 4.1 are proven in Appendices A.1 and A.2, respectively.

Although selecting the skyline services for each business task is a promising solution

to reduce the number of uninteresting services, the set of the selected services can still

very large. For this, we propose to prune further inadequate services based on business

constraints (Section 3.2). The constraint-based pruning process is discussed below.
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4.3 Constraint-based Pruning Process

In this step, we propose to further eliminate inadequate services in order to reduce

the search space. The main idea is to eliminate all services that will certainly violate

the global constraints. Some methods are used to eliminate services that do not ful�ll

global constraints [17, 52]. For example, if the user requires that the global cost of the

composite service should not exceed 10 cost units, any service instance with a cost greater

or equal to 10 cost units can be discarded. However, further uninteresting services can be

eliminated considering business constraints. In addition, temporal properties have to be

considered in the pruning process when dealing with time-dependent QoS values. This

is done by computing local thresholds for each business task while ensuring that these

thresholds are relaxed as much as possible. In our work, we propose two search space

reduction techniques: (1) QoS constraint-based pruningand (2) temporal constraint-

based pruning. In the following, we detail how we measure thresholds using these two

techniques.

4.3.1 Overview of the Constraint-based Pruning Process

The aim of the pruning process is to select the most adequate services (hereafter called

preselected services) while guaranteeing that the optimal solution can still be found.

This pruning process is based on a set of computedlocal thresholdsso that if of one of

these thresholds is not satis�ed by a candidate service, then, the global constraints are

not satis�ed. In other words, if a service instance violates at least one local threshold,

all possible combinations of services that include it will violate global user constraints,

and thus, it can be pruned from the set of candidate services to narrow the search space.

Example 4.2. Let us consider a business process that has two sequential abstract

tasks A1 and A2 with two global QoS constraints Q(cost) = 5 and Q(dur ) = 6. Fig-

ure 4.2 shows a set of candidate services for the tasksA1 and A2. To compute local

QoS thresholds, we �rst, identify minimum values of the QoS attributes for both tasks.

In this example: Q(A1; cost)min = 2, Q(A2; cost)min = 1, Q(A1; dur )min = 1 and

Q(A2; dur )min = 2. Based on these values and on the global QoS constraints, we com-

pute local QoS thresholds for each quality attribute for both tasks (presented by the

dashed lines in Figure 4.2). For instance, as the cost is an additive attribute and since

the minimum cost value of the task A2 is equal to 1 in the best case, all services with

a cost greater than 4 (Q(cost) � Q(A2; cost)min ) of the task A1 can not be part of a

feasible solution. In fact, if one of these services is selected, the global cost constraint

will be violated even if the service with the minimum cost value of the second task is
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selected. Thus, all services in the grey area will be eliminated. In the same way, we can

de�ne the remaining thresholds.

Figure 4.2: Preselected candidate services based on our pruning approach

In addition to local QoS thresholds, local temporal thresholds are computed when con-

sidering time-dependent QoS. In the following sections, we explain how we compute both

QoS and temporal thresholds.

4.3.2 QoS Constraint-based Pruning

QoS-based pruning strategy aims to computelocal QoS thresholdsfor individual tasks

for each QoS attribute qy 2 QS that will serve as local upper bound constraints (since we

consider only QoS attributes with decreasing value direction) so that the non-satisfaction

of one of these constraints by a candidate service guarantees the non-satisfaction of the

global constraints. In other words, if a service has at least one QoS value that does not

satisfy a local threshold, all combinations of services that include it will violate global

user constraints, and thus it is not worth considering and it can be pruned from the set

of candidate services to narrow the search space.

Several existing approaches propose decomposition techniques to decompose global QoS

constraints into local ones to reduce the number of candidate services per task [16, 72{74].

Nevertheless, these approaches rely on greedy reduction space techniques that can prune

candidate services that are likely to be part of the optimal solution. In fact, it might

be the case where a service does not meet a local constraint for one QoS attribute but

o�ers good values for the other QoS attributes and thus, it can be selected in the optimal

solution. To deal with this issue, in this section, we introduce a novel pruning approach

based on QoS constraints. The proposed approach guarantees that only services that

violate the global QoS constraints will be removed from the search space. Our goal is to

de�ne an approach that is generic enough to be applied for complex business processes
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with di�erent structural patterns and with the presence or absence of intra-task QoS

constraints at the business level.

A local threshold QLT (A i ; qy) for the yth attribute of the task A i depends on the value

of the required global global constraintQ(qy) and the minimum and maximum values of

this QoS attribute that can be o�ered by services (i.e., Q(A i ; qy)min and Q(A i ; qy)max ).

The main idea is to compute for each task its maximum allowed value (i.e., the worst

case) considering the minimum quality values of all other tasks (i.e., their best cases)

such that the global and intra-task QoS constraints are satis�ed. Computing these

thresholds needs to consider both the structure of the business process and the distinctive

characteristics for each QoS attribute. For this, we propose to compute local thresholds

for each business task based on a constraint optimization model. This model can be

applied for generic business process structures that can contain sequential, parallel,

choice and loop patterns with several categories of quality attributes (See Table 3.1).

For simplicity, the proposed model assumes that business processes contain only atomic

activities. If the structure of the business process contains sub-processes activities, we

propose to compute local thresholds in a recursive manner. The local thresholds of

each sub-process in the whole process will be considered as its global constraints. The

proposed model is as follows:

minimize
X

A i 2A ;i 6= b

Q(A i ; qy) � Q(Ab; qy) (4.3)

AggA i 2A (Q(A i ; qy)) � Q(qy); 8A i 2 A (4.4)
X

A i 2 Cl

pli = 1 ; 8Cl 2 SC (4.5)

pli 2 f 0; 1g; 8A i 2 C (4.6)

Ab 2 C ) plb = 1 (4.7)

Q(A i ; qy) � V;8qci (MAX; V; q y) 2 QC (4.8)

V � Q(A i ; qy); 8qci (MIN; V; q y) 2 QC (4.9)

Q(A i ; qy) 2 [Q(A i ; qy)min ; Q(A i ; qy)max ]; 8A i 2 A ; i 6= b (4.10)

Q(Ab; qy) 2 [0; Q(Ab; qy)max ] (4.11)

Constraint (4.3) presents the objective function of the proposed model. This func-

tion allows computing the maximum quality value of each activity Ab for the attribute

qy 2 QS while minimizing the quality values of all the other tasks A i ; i 6= b. The max-

imum quality value of each activity Ab will be considered as its local threshold (i.e.,
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QLT (Ab; qy) = Q(Ab; qy), 8Ab 2 A ). To guarantee that the global QoS constraints are

satis�ed, we propose Constraint (4.4). The value of a QoS attribute of the composite

service is computed using the aggregation function presented in Section 3.4.1. Unlike

existing approaches, which consider only sequential 
ow, our approach allows computing

local thresholds considering several composition structures. To deal with choice struc-

tures, we add constraints (4.5) and (4.6). Usually, the value of a quality attribute in a

choice structure is measured by the sum of the di�erent execution paths multiplied by

their probabilities. However, since we consider the best case of all tasksA i and the worst

case of the taskAb, we need to consider only one path for each branch independently

on the probabilities of the di�erent paths. For this reason, we suppose thatpli can be

equal to 0 or 1 for each task in a choice structure and that only one path can be consid-

ered for each choice pattern. Constraint (4.7) indicates that if the activity for which we

compute the local threshold (i.e., Ab) is in a choice structure, it should be considered

as the path that will be executed and thus, its probability is equal to 1. Intra-task QoS

constraints have to be guaranteed also when computing thresholds. For this purpose,

we add Constraints (4.8) and (4.9). For instance, given the example in Section 1.3,

if we do not consider intra-task QoS constraints, the local threshold of the taskA5 is

QLT (A5; cost) = 68 � (8 + 10 + 12 + 12 + 6) = 20. However, if we consider the constraint

QC5, that states that the cost of the task A5 must not exceed 14 units, this threshold will

be equal to 14 rather than 20. Finally, Constraint (4.10) indicates that the quality value

of each taskA i with i 6= b belongs to the interval [Q(A i ; qy)min ; Q(A i ; qy)max ] and Con-

straint (4.11) de�nes the domain of the quality value of the task Ab. Here, we suppose

that the domain of the quality value of the task Ab is [0; Q(Ab; qy)max ] in order to com-

pute its minimum quality value. In the case where the computed local QoS thresholds for

the task Ab is less than the minimum quality value (i.e., QLT (Ab; qy) < Q (Ab; qy)min , we

conclude that there is no solution to the selection problem and improvement techniques

have to be taken (Section 4.4).

For instance, given the motivating example we have introduced in Section 1.3, with

Q(cost) = 68 and by applying the proposed model, we obtain the following thresh-

olds for each task: QLT (A1; cost) = 20, QLT (A2; cost) = 17, QLT (A3; cost) = 23,

QLT (A4; cost) = 22, QLT (A5; cost) = 14 and QLT (A6; cost) = 10. After computing

the cost thresholds for each task, the number of services instances is restricted. For

example, all service instances that have a cost greater than 20 cost units for the �rst

task will be eliminated (e.g., the service instanceS131 in Figure 3.2).
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4.3.3 Temporal Constraint-based Pruning

Although QoS constraint-based pruning keeps for each task only candidate services that

are likely to be a member of the optimal solution, some uninteresting services still need to

be removed when taking into consideration time-dependent QoS attributes and temporal

constraints. Considering temporal constraints is inevitable to satisfy business process

requirements. In the following, we detail how we consider all these constraints to further

reduce the number of candidate services. Particularly, two temporal properties have to

be considered: (1) theexecution duration of each activity regarding the required global

duration of the business process, and (2) thetime spans (i.e., start and �nish time) of

each activity with respect to the required deadline.

4.3.3.1 Execution Duration

The execution duration of each task can be computed using the model speci�ed in

Section 4.3.2 since the execution duration attribute can be considered as a Max-Operator

attribute. Nevertheless, this model is not su�cient to e�ectively measure local duration

thresholds in presence of temporal dependencies.

Example 4.3. To illustrate the underlying issue, let's take the electronic device produc-

tion case study we have introduced in Section 1.3. If we apply the QoS model presented

above (Section 4.3.2) and the corresponding max-operator aggregation function (equa-

tion (3.4)), the local duration threshold of the task A2 is equal to 4. However, if the

task A2 is executed in 4 time units, the temporal dependencyTD1;4, that states that

the manufacturing of peripheral parts (i.e., the activity A4) starts no later than 3 time

units after the writing of the technical reports (i.e., the activity A1), will be violated.

Thus, services that o�er an execution duration equal or greater than 4 time units for

the task A2 should be discarded. Another example is that based on the proposed QoS

model, the local threshold of the taskA6, that ful�lls tests of the �nal product, is equal

to 5. Nevertheless, services that have an execution duration value equals to 5 time units

for the 6th task can not participate in the selection process if we consider the temporal

dependencyTD5;6 that imposes that the test activity A6 has to start no earlier than one

time unit and no later that 2 time units after the assembly of all parts. In fact, even if

all tasks will be executed at their minimum allowed execution duration values and con-

sidering the minimum values of the temporal dependencies, the global constraint (i.e.,

the duration� 13 time units) will be violated. Hence, considering a local threshold that

is equal to 4 rather than 5 time units for the task A6 will lead to further elimination of

uninteresting candidate services. In addition, intra-task temporal constraints can also

a�ect the execution duration of the business process. Let's consider for instance the



Chapter 4. Service Pruning Approach 58

temporal constraint TC2, that states that the design of the product model (A2) has to

�nish no later than 3 p.m. Given this constraint, and considering the service instances

of the �rst and the second task, the duration of the task A2 can not be greater than 3

time units. In fact, in the best case, the execution of the �rst task will �nish at 12 a.m.

given the candidate service instances presented in Figure 3.2. Thus, to guarantee that

the temporal constraint TC2 is ful�lled, the execution duration of the task A2 should

be less than 3 time units.

It is clear that identifying local thresholds is more complex when handling business pro-

cesses with several structural and temporal constraints. This is explained by the fact

that some temporal dependencies may overlap. Additionally, temporal constraints may

have di�erent types and thus, they should be resolved di�erently. To deal with these

constraints, we rely on a constraint optimization model that allows computing local

maximum duration for each business task while handling complex structural dependen-

cies as well as intra and inter-task temporal constraints. This model is applied for each

task Ab 2 A to search for its maximum duration while minimizing the duration of all

other tasks. Therefore, the proposed model can be expressed as follows:

minimize
X

A i 2A ;i 6= b

Q(A i ; dur ) � Q(Ab; dur ) (4.12)

f t n � st1 � Q(dur ) (4.13)

f t n � deadline (4.14)

f t i = st i + Q(A i ; dur ); 8A i =2 L (4.15)

f t i = st i + � i � Q(A i ; dur ); 8A i 2 L (4.16)
X

A i 2 Cl

pli = 1 ; 8Cl 2 SC (4.17)

pli 2 f 0; 1g; 8A i 2 C (4.18)

Ab 2 C ) plb = 1 (4.19)

f t i � stv ; 8Av 2 A ; A i 2 P d(Av); A i =2 C (4.20)
X

A i 2 Cl

pli � f t i � stv ; 8Av 2 A ; A i 2 P d(Av); A i 2 Cl (4.21)

Q(A i ; dur ) � V;8qci (MAX; V; dur ) 2 QC (4.22)

V � Q(A i ; dur ); 8qci (MIN; V; dur ) 2 QC (4.23)

st i � T; 8tci (SNLT; T ) 2 T C (4.24)
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f t i � T; 8tci (FNLT; T ) 2 T C (4.25)

f t i + D min
iv � stv ; 8tdi;v (FS; Dmin

iv ; D max
iv ) 2 T D (4.26)

stv � f t i + D max
iv ; 8tdi;v (FS; Dmin

iv ; D max
iv ) 2 T D (4.27)

Q(A i ; dur ) 2 [Q(A i ; dur )min ; Q(A i ; dur )max ]; 8A i 2 A ; i 6= b (4.28)

Q(Ab; dur ) 2 [0; Q(Ab; dur )max ] (4.29)

st i ; f t i 2 [tmin
A i

; tmax
A i

]; 8A i 2 A (4.30)

The objective function of the proposed model (4.12) allows computing for each task

Ab 2 A its maximum execution duration while minimizing the durations of all other

tasks. Then, the local threshold of the task Ab is QLT (Ab; dur ) = Q(Ab; dur ). The

computation of local thresholds must ensure that structural and temporal constraints

are satis�ed. To guarantee that the global constraint of the duration attribute is satis�ed,

we propose constraint (4.13). Constraint (4.14) guarantees that the deadline is respected.

Constraints (4.15) and (4.16) specify the relation between the start and the �nish times

of each task considering both non-loop and loop tasks, respectively. To guarantee that all

loop structures are veri�ed, here, we consider that all preselected services of loop tasks

must satisfy the maximum number of iterations. Similarly to the constraints from (4.5)

to (4.7) speci�ed in the Section 4.3.2, Constraints from (4.17) to (4.19) handle choice

structures. To deal with structural constraints, we add Constraints (4.20) and (4.21).

Constraints (4.22) and (4.23) allow handling intra-task QoS constraints related to the

execution duration attribute. To deal with intra-task temporal constraints, we propose

constraints (4.24) and (4.25). For simplicity, we only consider the temporal constraints

(SNLT and FNLT). For example, the constraint (4.24) ensures that for each constraint

of the form Start No Earlier Than T, the earliest start time of the corresponding task

is less than or equal to the time point T. To deal with inter-task temporal constraints

(i.e., temporal dependencies), we propose Constraints (4.26) and (4.27). For simplicity,

only �nish-to-start temporal dependencies are considered since other dependencies can

be de�ned in the same manner. For instance, the constraint (4.26) ensures that once the

�nish time of an activity A i arises, the activity Av can begin at the earliest time after

the minimum duration value D min
iv of the inter-task temporal constraint tdi;v . Finally,

Constraints from (4.28) to (4.30) indicate the domains of the duration and the start and

the �nish time of each business task.

Based on this model, local thresholds for the execution duration attribute for each

business task can be de�ned while guaranteeing the satisfaction of all structural, QoS

and temporal constraints. For instance, given the example in Section 1.3, the maximum

execution duration values of all tasks are as follows: 4, 3, 5, 8, 3 and 4.
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4.3.3.2 Time Intervals

The selection of a solution when dealing with both time-dependent QoS and temporal

constraints of business tasks needs the speci�cation of the start and �nish time of each

service. Nevertheless, the start time of each service is a�ected by the start time of

its predecessors. Thus, selecting a wrong start time for one service may lead to several

wrong choices for the start time of its successor services, which decreases the performance

of the selection algorithm.

Example 4.4. Let's take for instance our motivating scenario presented in Section 1.3

and the services instances in Figure 3.2 and suppose that the service instanceS121 is

selected since it o�ers the best cost (2 cost units) and the minimum execution duration

(8 time units) within the time span [17,21]. Therefore, according to this time interval,

only the service instanceS232 whose time span is [14,21] can be selected for the taskA2.

This solution does not ful�ll the required user constraints. In fact, in the best case, the

serviceS232 will �nish the execution at 20 time units. Thus, even though the services

that have the minimum execution duration values are selected for the remaining tasks,

the overall deadline will be violated.

To avoid possible unnecessary combinations, we propose to compute the largest time

span for each task based on the deadline required by the user while satisfying structural

and temporal constraints. The boundaries of these time intervals (i.e., the earliest start

and the latest �nish time) will be considered as local temporal thresholdsfor each task

such that all service instances whose time intervals do not belong to the computed

time spans will be pruned. To identify the largest time spans of each business task

when dealing with complex business processes, we propose a constraint optimization

model that computes the earliest start time (est) and the latest �nish time ( lf t ) for

each business task so that all structural and temporal constraints are ful�lled and the

deadline of the entire process is respected. The proposed model is executed for each

task Ab 2 A to compute its largest time interval.

maximize lf t b � estb (4.31)

lf t i = esti + Q(A i ; dur ); 8A i =2 L (4.32)

lf t i = esti + � i � Q(A i ; dur ); 8A i 2 L (4.33)

lf t n � deadline (4.34)

esti + Q(A i ; dur )min � estv ; 8Av 2 A ; A i 2 P d(Av); A i =2 C (4.35)

lf t i + Q(Av ; dur )min � lf t v ; 8Av 2 A ; A i 2 P d(Av); A i =2 C (4.36)
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min A i 2 Cl f esti + Q(A i ; dur )min g � estv ; 8Av 2 A ; A i 2 P d(Av); A i 2 Cl (4.37)

min A i 2 Cl f lf t i + Q(Av ; dur )min g � lf t v ; 8Av 2 A ; A i 2 P d(Av); A i 2 Cl (4.38)

esti � T; 8tci (SNLT; T ) 2 T C (4.39)

lf t i � T; 8tci (FNLT; T ) 2 T C (4.40)

esti + Q(A i ; dur )min + D min
iv � estv ; 8tdi;v (FS; Dmin

iv ; D max
iv ) 2 T D (4.41)

estv � esti + Q(A i ; dur )min + D max
iv ; 8tdi;v (FS; Dmin

iv ; D max
iv ) 2 T D (4.42)

lf t i + Q(Av ; dur )min + D min
iv � lf t v ; 8tdi;v (FS; Dmin

iv ; D max
iv ) 2 T D (4.43)

lf t v � lf t i + Q(Av ; dur )min + D max
iv ; 8tdi;v (FS; Dmin

iv ; D max
iv ) 2 T D (4.44)

Q(A i ; dur ) 2 [Q(A i ; dur )min ; deadline]; 8A i 2 A (4.45)

esti ; lf t i 2 [tmin
A i

; tmax
A i

]; 8A i 2 A (4.46)

Constraint (4.31) allows computing the largest time intervals for each business taskAb

(i.e., maximize the distance between the earliest start timeest and the latest �nish time

lft for each task). Constraints (4.32) and (4.33) indicate the relation between the start

and the �nish time of each task. To guarantee that the deadline is not violated, we add

Constraint (4.34). To deal with structural dependencies, we propose Constraints (4.35)

and (4.36), which guarantee that the earliest start time of each taskAv occurs after

the earliest start time and the minimum duration of each of its predecessor tasks. In

addition, the latest �nish time of each task Av has to be greater than or equal to the

sum of its minimum execution duration and the latest �nish time of all its predecessor

tasks. Since we consider the largest time interval for each task, we suppose that the

start and the �nish time of each task should be greater than the minimum start and

�nish time of its predecessors if these latter belong to a choice structure (4.37) and (4.38).

Furthermore, it is vital to check if temporal constraints are satis�ed when computing the

largest time interval of each task. To deal with intra and inter-task temporal constraints,

we propose Constraints from (4.39) to (4.44), respectively. As previously, for simplicity,

we consider only a limited set of temporal constraints. The duration of each taskA i

should be within the interval [ Q(A i ; dur )min ; deadline] since we search for the largest

time interval of each task (Constraint (4.45)). Finally, Constraint (4.46) shows the

domain of the start and the �nish time of each task A i 2 A .

A solution of the optimization problem is then a set of the largest possible time intervals

of all tasks. For instance, given the example presented in Section 1.3, the largest time

slots of all tasks when considering all imposed constraints and with a deadline equal to

22 are, respectively, [8,14], [10,15], [11,19], [11,19], [15,20] and [17,22]. Considering these
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intervals, some service instances have to be pruned (e.g.,S121, S132, S332 and S421) or

some restrictions have to be performed to their intervals (e.g.,S431). This latter case is

detailed in the next section.

4.3.4 Constraint-based Pruning Algorithm

After explaining how to compute the local QoS and temporal thresholds of each task,

in this section, we present the constraint-based pruning algorithm. The di�erent steps

of the constraint-based pruning process are given in Algorithm 1.

Algorithm 1 Identifying Preselected Services for a TaskA i

1: Input: The set of non-dominated servicesSSkyi

2: Output: The set of preselected servicesSP resi

3: SP resi = ; , QLT = ; , TLT = ;
4: getMinMaxValues(Si )
5: for eachqy 2 QS do
6: QLT (A i ; qy)  computeLocalQoSThresholds(A i ; qy)
7: f esti ; lf t i g  computeLocalTemporalThresholds(A i )
8: for eachSijk 2 SSkyi do
9: for eachqy 2 QS do

10: if Q(Sijk ; qy) > Q LT (A i ; qy) then
11: Si = Si n f Sijk g
12: break
13: if [tmin

Sijk
; tmax

Sijk
] \ [esti ; lf t i ] = ; then

14: Si = Si n f Sijk g
15: break
16: else f [tmin

Sijk
; tmax

Sijk
] \ [esti ; lf t i ] = [ X; Y ]g

17: if Y � X < Q (Sijk ; dur ) then
18: Si = Si n f Sijk g
19: break
20: else
21: if tmin

Sijk
< X then

22: tmin
Sijk

= X
23: if tmax

Sijk
> Y then

24: tmax
Sijk

= Y
25: SP resi = SP resi [ f Sijk g
26: if Si = ; then
27: There is no solution

For each task A i 2 A , the pruning algorithm takes as input the set of non-dominated

candidate servicesSSkyi and returns the set of preselected servicesSP resi that are likely

to be candidate of the optimal solution (i.e., they do not violate any of the local thresh-

olds of their corresponding tasks). The algorithm begins by computing minimum and

maximum values of QoS attributes and time intervals after the dominance-based prun-

ing (line 4). Based on these values, local QoS and temporal thresholds are computed
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using constraint optimization models presented in Sections 4.3.2 and 4.3.3 (line 5 to 7).

The second step is to prune services based on QoS thresholds (line 8 to 12) and then

based on time spans (line 13 to 24). If a local threshold is violated, it is not worth to

check the ful�lment of other thresholds and the service should be removed from the set

of available services. If all QoS thresholds are veri�ed, we compare the time span of

each timed service instance to the interval of its corresponding task. If the intersection

between these two intervals is empty or it does not cover the duration of the service

instance, this instance should be eliminated (line 13 to 19). Otherwise, the time span of

the service instance should be restricted to the span of its task (line 20 to 24) and the

service is considered as pertinent and it will be added to the set of preselected services

(line 25). Finally, if at least one task does not have any candidate service, the selection

problem has no feasible solutions (lines 26 and 27).

Lemma 4.2. Given the optimal combination of servicesCS� = f s1; :::; si ; :::; sng (i.e.,

the one that satis�es all the required constraints and optimizes the overall utility accord-

ing to equation (3.5)), each servicesi 2 CS� belongs to the set of pre-selected services

after the constraint-based pruning process.

The proof of Lemma 4.2 is provided in Appendix A.3.

4.3.5 Iterative Pruning Process

After applying the pruning process based on local thresholds, minimum and maximum

values of the QoS attributes and time intervals of each service class may change. There-

fore, since our constraint-based pruning techniques are based on the minimum and max-

imum values for all attributes, local thresholds can be recomputed iteratively using the

new values for each service class in order to prune further uninteresting services.

Example 4.5. Let's take the example shown previously in Figure 4.2 in Section 4.3.1.

For instance, after the �rst iteration of the pruning process, the minimum values of cost

and execution duration attributes of the task A1 change as follows:Q(A1; cost)min = 2 :5

and Q(A1; dur )min = 2 (the red lines in the left side of Figure 4.3). Therefore, local

thresholds for the task A2, which are initially equal to 3 for the cost attribute and 5 for

the duration attribute, may change. Figure 4.3 shows the new values of local thresholds

after the second iteration of the constraint-based pruning algorithm (the red dashed lines

in the right side of Figure 4.3). Consequently, candidate services of the taskA2 with a

cost greater than 2.5 cost units or an execution duration greater than 4 time units can

not participate in the selection process.

After applying our pruning process based on the aforementioned thresholds, further ser-

vices can be pruned and thus, the number of candidate services is reduced. The iterative
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Figure 4.3: Preselected candidate services after the second iteration of the pruning
process

pruning is more useful in anti-correlated distributions (See Section 3.3.2). As can be seen

in Figure 4.3, most of the services of the taskA1 follow an anti-correlated distribution

in contrast to the services of the taskA2, which follow a correlated distribution. Thus,

the �rst iteration of the pruning process has a tremendous impact on the minimum and

maximum values of the services ofA1 and thus, on the local thresholds and the number

of preselected services of the taskA2. The iterative pruning is then, more relevant when

the candidate service instances of at least one service class have an anti-correlated dis-

tribution. This is mainly due to the fact that in anti-correlated distributions, minimum

and maximum values have more chances to be modi�ed after the pruning process and

thus, there is more chance that local thresholds will be changed. Consequently, we apply

the iterative pruning in independent and anti-correlated distributions until there is no

change in the local thresholds.

Table 4.1 presents local thresholds of the motivating example in Section 1.3 after the

second iteration of the pruning algorithm.

Table 4.1: Local thresholds after the second iteration of the pruning algorithm.

A1 A2 A3 A4 A5 A6

Cost 12 17 13 20 14 7
Execution Duration 6 3 6 6 3 3

Time Span [8,14] [12,15] [13,19] [13,19] [17,20] [19,22]

Based on these new thresholds, further service instances (Figure 3.2) can be pruned such

as the servicesS411 and S231.
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4.4 Overview of the Improvement Process

In case of failure (i.e., there is no feasible solution), negotiation and adaptation based

strategies can be used to �nd a solution to the selection problem [67, 111]. This is

usually done once the selection process is performed. Nevertheless, this is not e�cient

and introduces a signi�cant overhead. Moreover, in most cases, it is not obvious to

identify the source of failures so that negotiation and adaptation actions may require

several changes and improvements in order to �nd a solution.

In contrast to existing approaches, besides reducing the search space by discarding in-

adequate services, our constraint-based pruning approach enables identifying the source

of failure at earlier stages. In addition, it provides indications on the possible improve-

ments required to �nd a feasible combination of services that ful�lls all constraints. Our

goal is to characterize the minimum required set of constraints and QoS values relax-

ations that is su�cient to enhance the possibility of �nding a feasible solution. Service

providers and users can be guided to identify which quality values or constraints should

be relaxed. Moreover, they can be guided on how they can change the values in order to

address the problem. The owner of the business process can also be asked to modify the

structure of the business process or to relax some QoS and temporal constraints. Such

information can be very valuable in the negotiation and adaptation step as it enables

the speci�cation of the most suitable improvements.

After applying our pruning algorithm, three cases can be distinguished to conclude that

the selection problem is infeasible:

� There is at least one local QoS threshold that is less than the minimum quality

value of its corresponding task. In this case, the local QoS constraint of the

corresponding attribute is not satis�ed.

� Temporal thresholds can not be computed for at least one task (i.e., there is no

solution for the constraint optimization model from (4.31) to (4.46)).

� There is at least one task that has no preselected services. This indicates that

even though local thresholds can be computed, there is no candidate service that

satis�es all thresholds.

Example 4.6. Let's take the example depicted in Figure 4.4. As in the previous ex-

amples, we consider candidate services for two business tasks in sequenceA1 and A2.

In this example, the minimum cost values of the service classes of the tasksA1 and A2

are equal to 2 and 3 cost units, respectively. Suppose that the user requires that the

global cost should be less than 4 cost units (i.e.,Q(cost) = 4). In this case, the local
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Figure 4.4: Example of a selection problem where there is no feasible solution

cost thresholds of the tasksA1 and A2 (presented by the dashed red lines in Figure 4.4)

are equal to 1 and 2, respectively and thus, they are less than the minimum cost values.

To this end, we can conclude that the global constraint of the cost attribute can not be

ful�lled by the candidate services and thus, improvement actions are required to adapt

information and enlarge the selection domain.

In this example, if constraint-pruning techniques are not used, a failure can be observed

only after applying the selection process. To try to �nd a solution to the selection prob-

lem, we propose a relaxation based strategy while guaranteeing that only a minimum

set of relaxations and improvements is required. This can include the noti�cation of

constraints that are too strict, the values of QoS and temporal properties that have to

be modi�ed and so on. Improvement actions can be handled by users to relax their con-

straints, by service providers to change their o�ers or by business process designers to

adapt constraints at the business level (i.e., structural, QoS and temporal constraints).

In this thesis, we only present possible improvements required by users and service

providers and we do not consider the adaptation of structural, QoS and temporal con-

straints at the business level.

4.4.1 Improving Global Constraints

If the selection problem in infeasible, changes in the global constraints can be suggested,

so that, a feasible solution can be found. We note that usually there is a tradeo� among

quality attributes. Indeed, in most cases, a positive modi�cation of one constraint

implies a negative modi�cation of another constraint (e.g., the user may agree to pay

more while requiring a better response time in turn). Thus, a successful improvement is

reached when (1) a minimal set of modi�cations is required and (2) the improvement of

the constraint of one attribute does not e�ect the satisfaction of the global constraints of

the other attributes. This can be ensured by specifying the minimum allowed values for
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all quality attributes even for those whose global constraints are satis�ed. This allows

to get an idea on the minimum values that must not to be exceeded when updating the

global constraints.

Algorithm 2 Improvement of Global Constraints

1: Input: The set of initial global constraints
2: Output: A list IU of the possible improvements
3: for eachqy 2 QS do
4: Q(qy)0  computeMinGlobalQoS()
5: IU [y]  Q(qy) � Q0(qy)
6: deadline0  computeMinAllowedDeadline()
7: IU [y + 1]  deadline � deadline0

To do so, we propose the Algorithm 2 to assist users in relaxing global QoS constraints

and the overall deadline so that local QoS and temporal thresholds can be computed.

The function computeMinGlobalQoS() (line 4) allows computing the minimum possible

global QoS value for each quality attribute (i.e., Q0(qy)) while considering candidate

services of each task.

If the quality attribute is not the execution duration, the function computeMinGlob-

alQoS() derives the model presented in Section 4.3.2 from (4.3) to (4.11) while replacing

(4.3) and (4.4) by the following two constraints, respectively:

minimize Q0(qy) (4.47)

AggA i 2A (Q(A i ; qy)) � Q0(qy); 8A i 2 A (4.48)

Moreover, Constraints (4.10) and (4.11) are replaced by the following constraint:

Q(A i ; qy) 2 [Q(A i ; qy)min ; Q(A i ; qy)max ]; 8A i 2 A (4.49)

If the quality attribute is the execution duration, the model presented in Section 4.3.3.1

from (4.12) to (4.30) will be used while replacing constraints (4.12) and (4.13) by the

following constraints, respectively:

minimize Q0(dur ) (4.50)

f t n � st1 � Q0(dur ) (4.51)

Constraints (4.28) and (4.29) are replaced by the following constraint:

Q(A i ; dur ) 2 [Q(A i ; dur )min ; Q(A i ; dur )max ]; 8A i 2 A (4.52)
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Hence, to improve the selection problem, the user is asked to propose a global QoS

value greater than or equal to the minimum global QoS value computed for each quality

attribute (line 5 in Algorithm 2).

The function computeMinAllowedDeadline() de�nes the minimum allowed deadline (i.e.,

deadline0) (line 6). This latter is computed using the constraint optimization model

proposed in Section 4.3.3.2 from (4.31) to (4.46) while replacing constraints (4.31) and

(4.34) by the following constraints, respectively:

minimize deadline0 (4.53)

lf t n � deadline0 (4.54)

Again, to enhance the selection problem, the deadline required by the user must be

greater than or equal to the computed minimum required deadline (line 7).

4.4.2 Improving Service O�ers

Providers can also be asked to change the values of their o�ers in order to �nd an

agreement with the user. Based on the computed local thresholds, we can specify the

minimum values of quality attributes (since we only consider quality attributes with

decreasing value direction as stated previously) that can be negotiated with service

providers so that global user constraints can be ful�lled. Given the example shown

in Figure 4.4, the local cost thresholds of the tasksA1 and A2 are equal to 1 and 2,

respectively. Thus, if at least one candidate service for the �rst task has a cost equal to

or less than 1 cost unit, there is a chance to �nd a solution to the selection problem. The

probability of �nding a solution increases as well as the number of services that o�er

the required quality value increases. Algorithm 3 enables to identify the improvements

that can be done by service providers. As explained previously, in order to guide the

providers, we specify the required thresholds for all quality attributes (lines 3 to 5) to

guarantee that the improvement of one or more attributes does not a�ect the satisfaction

of the global constraints of the other attributes.

Algorithm 3 Improvement of Service O�ers for a Task A i

1: Input: The set of service instances and constraints
2: Output: A list IP of the possible improvements
3: for eachSijk 2 S i do
4: for eachqy 2 QS do
5: IP [y]  Q(Sijk ; qy) � QLT (A i ; qy)
6: sortServicesBy(score)
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In addition, the chance to �nd a solution increases when the quality values of candidate

services are closer to the required local thresholds of the unsatis�ed constraints and

farther to the local thresholds of the satis�ed ones. For instance, in our example, it is

more likely to �nd an agreement with those service providers that have the nearest values

to the cost threshold values and the farthest values from the local threshold values for the

execution duration (e.g., servicesa, b and c in Figure 4.4). In this way, providers of the

identi�ed services could have more 
exibility to change their values without a�ecting the

satisfaction of the global constrains. This is due to the fact that improving one attribute

will usually lead to deteriorating other attributes. Hence, we rank services according

to computed scores regarding local thresholds (line 6 in Algorithm 3). The providers

with the maximum score values will be considered �rst in the negotiation process. In

this step, all candidate services will be considered. The score of each serviceSijk 2 S i

is computed using the equation (4.55):

score(Sijk ) = wt (Sijk ) � (dS(Sijk ) � dNS (Sijk )) (4.55)

with wt (Sijk ) denotes the weight of the satisfaction of local temporal thresholds by the

service (Sijk ). It is computed as follows:

wt (Sijk ) =

8
>><

>>:

1 if Y � X � Q(Sijk ; dur )

0:75 if Y � X < Q (Sijk ; dur )

0:5 if [X; Y ] = ;

(4.56)

with [ X; Y ] = [ tmin
Sijk

; tmax
Sijk

] \ [esti ; lf t i ]. We note that in the case where local temporal

thresholds can not be computed (i.e.,esti and lf t i in the model from (4.31) to (4.46)),

the weight of the satisfaction of local temporal thresholds for each serviceSijk is equal

to 1 (i.e., wt (Sijk )=1).

The values of dS(Sijk ) and dNS (Sijk ) denote the distance of the quality values for the

service Sijk with respect to the QoS thresholds for the satis�ed and unsatis�ed con-

straints, respectively. Here, we denote bySQ and N SQ the set of QoS attributes of the

satis�ed and unsatis�ed constraints, respectively, with QS = SQ [ N SQ . We use the

Euclidean distance to measure the distance between the values of a candidate service

and the values of local thresholds. To do so, we propose the following two equations.

dS(Sijk ) =
s X

qy 2SQ

(Q(Sijk ; qy)0� QLT (A i ; qy)0)2 (4.57)

dNS (Sijk ) =
s X

qy 2N SQ

(Q(Sijk ; qy)0� QLT (A i ; qy)0)2 (4.58)
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Where Q(Sijk ; qy)0 and QLT (A i ; qy)0 denote the normalized quality value of the service

Sijk and the normalized local threshold of the taskA i for the attribute qy , respectively.

Indeed, since the domains of the values of the di�erent quality attributes and local

thresholds can be di�erent, QoS values of candidate services and thresholds are normal-

ized by transforming them into values between 0 and 1. The new value of each candidate

serviceSijk 2 S i for each quality attribute qy with 1 � y � m is computed as follows:

Q(Sijk ; qy)0 =

( Q(A i ;qy )max � Q(Sijk ;qy )
Q(A i ;qy )max � M if Q(A i ; qy)max � M 6= 0

1 otherwise
(4.59)

With M = min (Q(A i ; qy)min ; QLT (A i ; qy)). By the same manner, the scaling is applied

also to the values of local QoS thresholds.

At this stage, several negotiation strategies can be adopted to �nd an agreement with

users and providers. Here, we do not provide any details for the negotiation and adap-

tation techniques. Approaches proposed in the literature [67, 131] can be used. The

negotiation terminates when a su�cient number of improvements is reached. The prun-

ing process can still be applied along with the improvement phase until all local thresh-

olds can be measured and a su�cient number of preselected services is ensured for each

business task.

4.5 Conclusion

In this chapter, we have presented a dominance and constraints based pruning process.

The proposed approach aims to reduce the number of candidate services that have to be

considered in the selection process while guaranteeing that the optimal solution still be

found. The pruning strategies allow for eliminating inadequate services, based on QoS

and temporal constraints. To deal with this, a set of constraint optimization models

have been proposed. These models can be applied in parallel in order to reduce the

computation time of the pruning process. In addition, through the pruning mechanism,

failures can be detected at earlier stages before performing the selection process. In

case of failures, we provide pruning guided improvement techniques, which aim to try

to �nd a solution so that successful collaboration can be carried out. The result of the

pruning step is a set of preselected services for each abstract business task, which will

be considered in the selection phase presented in the next chapter.
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5.1 Introduction

QoS-based service selection is one of the important requirements in Service Oriented

Computing (SOC). A challenging task towards this purpose is the selection of the best

combination of services to implement abstract business tasks while meeting quality of

service (QoS) constraints required by the user. During the selection process, candidate

services are evaluated in terms of both functional and QoS properties. As a large number

of services can have similar functionality to realize the awaited abstract tasks, a speci�c

issue that emerges is which services should be selected to form the optimal solution

meeting end-user's global QoS constraints.

Several approaches have been proposed in the literature to tackle the problem of service

selection. Most of current work considers only static QoS values and do not deal with

71
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temporal properties [16, 17, 66, 67, 72]. Considering time-dependent QoS values and

temporal properties makes the selection problem more complex. Indeed, during the

selection, mutual dependencies between the di�erent temporal constraints may arise so

that the selection of each service may in
uence or be in
uenced by the selection of other

services. On other side, to �nd the best solution, all potential combinations of services

must be compared. However, the number of these combinations may be very high, which

can present a barrier for enabling e�ective service selection.

In this chapter, we present our service selection approach applied on the set of preselected

services (i.e.,SP resi ; 8A i 2 A ) discussed in the previous chapter. Based on the results

of the pruning process, we propose two selection algorithms: exact and approximate

algorithms. The exact approach is adequate in small selection problems, where the

optimal solution is required. This approach is presented in Section 5.2. The approximate

approach is e�cient in large selection problems, where a near-to-optimal solution can

be found. It is discussed in Section 5.3. Finally, we conclude the chapter in Section 5.4.

5.2 Exact Service Selection Approach

In this section, we present our approach to select the optimal solution that satis�es all

constraints while considering temporal properties. In this approach, all combinations

of services are considered. We note that only preselected services after applying our

pruning techniques (See Chapter 4) are considered. In our approach, we model the

selection problem as a constraint optimization problem (COP). Modeling the selection

problem in this way ensures a relevant representation for the dependencies between

services as well as the constraints that have to be ful�lled.

When dealing with time-dependent QoS values, determining the start and the �nish

time of each selected servicess
i is crucial, since by delaying the execution of a service,

QoS values of some attributes may be modi�ed. Thus, in the optimization phase, two

types of decision variables are taken into account. The �rst one is to select a concrete

service for each atomic task and the second one is to determine a valid starting time

for each selected service in order to match the global constraints. The proposed model

selects exactly one atomic service for each abstract task with the corresponding start

and �nish time while optimizing the overall utility and satisfying all constraints. Hence,

in addition to QoS values, two temporal values are speci�ed for each selected servicess
i :

the estimated start time st i and the estimated �nish time f t i .

Usually, there is no single combination of services that dominates all other solutions in

terms of QoS values. To select the best solution, we use the Simple Additive Weighting
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method to aggregate QoS values into a single utility value (See Section 3.4). Thus, the

selection of the best combination of services can be achieved by optimizing the utility

of the composite service. Therefore, the objective function of our optimization model is

as follows:

maximize
mX

y=1

Wy �
Q(qy)max � Q(CS; q)
Q(qy)max � Q(qy)min (5.1)

Such that for eachqy 2 QS :

Q(CS; qy) = AggA i 2A (
X

Sij 2S P resi

X

TSijk 2T ij

aijk � Q(Sijk ; qy)) (5.2)

Since the aggregation function depends on the quality attribute and the structure of the

business process, we use equations from (3.1) to (3.4) presented in Section 3.4.1.

To guarantee that only one service will be selected for each task, we use a binary decision

variable aijk for each service instanceSijk such that aijk = 1 if the service Sijk is selected

for the abstract task A i and aijk = 0 otherwise, which is presented in the following

constraint:

X

Sij 2S P resi

X

TSijk 2T ij

aijk = 1 ; 8A i 2 A (5.3)

We note that in this step, only preselected services after the pruning step are considered.

Thus, the minimum and maximum values of each quality attribute for each business task

have to be recomputed to consider only preselected services for each abstract business

task (i.e., Q(A i ; qy)min and Q(A i ; qy)max ; 8 qy 2 QS with 1 � y � m and 8A i 2 A ).

Constraint (5.4) presents the domain of the quality value of each component service in

the combination.

Q(A i ; qy) 2 [Q(A i ; qy)min ; Q(A i ; qy)max ]; 8A i 2 A (5.4)

Since all global QoS constraints have to be satis�ed when selecting the optimal solution,

we add Constraint (5.5):

Q(CS; qy) � Q(qy); 8qy 2 QS (5.5)
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Constraint (5.6) allows selecting only one service for each choice structure:

X

A i 2 Cl

pli = 1 ; 8Cl 2 SC (5.6)

with,

pli 2 f 0; 1g; 8A i 2 C (5.7)

Moreover, we should ensure that the start and �nish time of each task belong to the time

span of the same selected service instance. For this, we propose the following constraints:

X

Sij 2S P resi

X

TSijk 2T ij

aijk � tmin
Sijk

� st i ; 8A i 2 A (5.8)

st i �
X

Sij 2S P resi

X

TSijk 2T ij

aijk � (tmax
Sijk

� Q(Sijk ; dur )) ; 8A i 2 A (5.9)

To specify the relation between the start and �nish time of each task A i , we add Con-

straints (5.10) and (5.11):

f t i = st i +
X

Sij 2S P resi

X

TSijk 2T ij

aijk � Q(Sijk ; dur ); 8A i =2 L (5.10)

f t i = st i + � i �
X

Sij 2S P resi

X

TSijk 2T ij

aijk � Q(Sijk ; dur ); 8A i 2 L (5.11)

with,

st i ; f t i 2 [tmin
A i

; tmax
A i

]; 8A i 2 A (5.12)

To check the satisfaction of structural dependencies, we use constraints (4.20) and (4.21).

Finally, to check the satisfaction of intra and inter-task temporal constraints, we use

constraints from (4.24) to (4.27). Note that it is not worth to check the satisfaction of

intra-task QoS constraints as well as the deadline constraint since we consider only pre-

selected services. The selected services for all business tasks form the best combination

of services.
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Although the optimal service selection guarantees the selection of the best combination

of services to the user's requirements, it is not practical in large selection problems since

the number of feasible solutions can be very big. In fact, this approach enumerates and

compares all the possible solutions, which is proven to be NP-hard [66, 67]. This is

not practical in real-world applications where a solution has to be selected in a reason-

able time. To reduce the computation time and deal with scalability issues, a possible

alternative is to select a near-to-optimal solution.

As discussed in Section 2.5.2, several approaches propose heuristics to �nd a near-to-

optimal solution more e�ciently than exact solutions. Some methods are based on evo-

lutionary algorithms [11, 84{87]. These algorithms can not be easily applied in heavily

constrained problems. Others alternatives propose decomposition strategies to decom-

pose global constraints into local ones [16, 72{74]. However, they are not appropriate

when handling time-dependent QoS values. In fact, selecting the best service for each

abstract task based on local QoS constraints can not guarantee that the temporal con-

straints will be satis�ed. To overcome the limitations of existing approaches, in the next

section, we present a heuristic service selection approach while taking into account both

QoS and temporal constraints.

5.3 Approximate Service Selection Approach

In order to deal with large service selection problems where the number of preselected

services after the pruning phase is very large, in this section, we present our heuristic

based service selection approach to select a close-to-optimal solution. The proposed

approach is based on clustering and decomposition techniques to select the best local

QoS and temporal constraints for each task. Based on these latter, a local service

selection is applied to select the best service for each task. The heuristic approach

proceeds through four phases:

� A. Service clustering: This phase allows to identify a set of classes, called centroids,

for each abstract business task. The aim is to identify QoS levels of candidate

services of each task and then, associate each service to the adequate centroid.

� B. Selection of the best centroids: This step allows to select the best centroids

based on their utilities such that all constraints are satis�ed. The quality values

of the selected centroids will be further considered as local QoS constraints that

have to be respected in the selection phase.

� C. Deadline decomposition: The goal is to de�ne the largest time intervals for

each abstract task based on the local duration constraints such that all temporal
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constraints are ful�lled. The obtained intervals will be considered as local temporal

constraints to guide the selection of a near-to-optimal solution.

� D. Local selection: Finally, this step enables the selection of a near-to-optimal

combination of services based on local selection of the best service for each abstract

task.

Hereafter, we detail each step.

5.3.1 Service Clustering

Existing constraints decomposition approaches [16, 73, 74] usually deal with QoS param-

eters of each candidate service independently and do not consider potential correlations

among them. This may lead to a greedy decomposition method with local QoS con-

straints that cannot be ful�lled by any candidate service even though a solution does

exist. To cope with this limitation, we propose a clustering based approach to iden-

tify local QoS constraints while dealing with correlations among QoS values of each

candidate service.

The clustering phase is performed locally for each abstract task in the business process.

It aims to classify candidate services of each abstract business task into a set of clusters

(i.e., QoS levels) according to their QoS values. Each cluster contains services that have

approximately similar QoS values. The purpose of this classi�cation is to de�ne the most

important cluster for each task with respect to the number of its candidate services and

their QoS values. These levels will be considered to identify the adequate local QoS

constraints for each abstract task. To do so, we use clustering techniques in particular,

the K-means algorithm [132].

5.3.1.1 K-means Algorithm Overview

The K-means algorithm is commonly used to automatically partition a data set into a

�xed number of groups (i.e., clusters). The main idea of this algorithm is to de�ne a

centroid for each group and then, associate each data point to the appropriate centroid

(i.e., the centroid that has the shortest distance with the data point according to mul-

tiple parameters). For instance, suppose a data pointx i , which is characterized by a

set of values de�ned by the vector hQ(x i ; q1); Q(x i ; q2); :::; Q(x i ; qm )i and a centroid c

characterized by the vectorhQ(c; q1); Q(c; q2); :::; Q(c; qm )i , thus, the Euclidean distance

betweenx i and c can be de�ned as follows:
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D(x i ; c) =

vu
u
t

mX

y=1

(Q(c; qy) � Q(x i ; qy))2 (5.13)

The values of the centroids are then updated by computing the average of the values

of all their associated data points for each parameter. The clustering and the updating

steps can be repeated until there is no changes in the values of the centroids or until a

stop criteria is reached (e.g., convergence threshold, maximum number of iterations).

5.3.1.2 Classi�cation of Services

In our approach, we use K-means clustering to associate services into a set of QoS levels.

Each candidate service is considered as a data point, which is characterized by its QoS

values denoted bySijk = hQ(Sijk ; q1); Q(Sijk ; q2); :::; Q(Sijk ; qm )i . Furthermore, each

vector of QoS levels is considered as a centroid. In this step, the range of each quality

attribute qy 2 Q S is partitioned into a set of K discrete quality levels for each abstract

task whereK is a constant number strictly greater than 1. We suppose that the number

of levels (i.e., K ) is �xed by domain experts and can be di�erent from one task to

another according to the values of candidate services. This number can be determined

using several techniques (e.g., [133, 134]). In the following, we denote byQL z
iy the QoS

value of the attribute qy for the zth level of the task A i with 1 � z � K and 1 � y � m.

To speed up the classi�cation algorithm, we compute the initial values of QoS levels as

follows:

QL z
iy = Q(A i ; qy)min +

z � 1
K � 1

� (Q(A i ; qy)max � Q(A i ; qy)min ); 8A i 2 A (5.14)

Figure 5.1 shows an example of 3 clusters of candidate services of an abstract task using

K-means algorithm.

Figure 5.1: Example of 3 clusters in two-dimensional space using K-means
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Hence, based on the values of QoS levels, the initial set of centroids can be de�ned.

Let's denote by QL i = hQL 1
i ; QL 2

i ; :::; QL K
i i the set of centroids of the task A i with

QL z
i = hQL z

i 1; QL z
i 2; :::; QL z

im i denotes thezth centroid of A i for each 1� z � K .

Once all centroids are de�ned, we assign each candidate service to the closest centroid

using the Euclidean distance (as de�ned in Section 5.13). Since the domains of the values

of the di�erent quality attributes can be di�erent, QoS values of candidate services and

centroids are normalized. The new value of each candidate serviceSijk 2 SP resi for each

quality attribute qy with 1 � y � m is computed based on the equation below:

Q(Sijk ; qy)0 =

( Q(A i ;qy )max � Q(Sijk ;qy )
Q(A i ;qy )max � Q(A i ;qy )min if Q(A i ; qy)max � Q(A i ; qy)min 6= 0

1 otherwise
(5.15)

By the same manner, the scaling is applied also to the values of centroids (i.e.,QL z0

iy ; 81 �

y � m; 8A i 2 A ; 81 � z � K ). Hence, the Euclidean distance between a centroidQL z
i

and a serviceSijk is as follows:

D(Sijk ; QL z
i ) =

vu
u
t

mX

y=1

(QL z0

iy � Q(Sijk ; qy)0)2 (5.16)

With QL z0

iy denotes the new value of the centroidQL z0

iy after the scaling phase81 � y �

m; 8A i 2 A ; 81 � z � K .

An example of a set of clusters for abstract business tasks is depicted in Figure 5.2.

Figure 5.2: Example of a set of clusters
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5.3.2 Local QoS Constraints Speci�cation

This phase aims to compute local QoS constraints for each business task based on the

set of centroids. It proceeds through two main steps: centroid utilities and the selection

of the best centroids.

5.3.2.1 Centroid Utilities

To identify local QoS constraints, �rst, we assign each centroid QL z
i an utility value

(i.e., U(QL z
i )) between 0 and 1, which estimates the bene�t of using the QoS values of

this centroid as local QoS constraints. The utility value of each centroid is computed as

follows:

U(QL z
i ) = Uq(QL z

i ) �
r (QL z

i )
ci

; 8A i 2 A ; 81 � z � K (5.17)

Where:

Uq(QL z
i ) =

mX

y=1

Wy �
Q(A i ; qy)max � QL z

iy

Q(A i ; qy)max � Q(A i ; qy)min (5.18)

The �rst part (i.e., Uq(QL z
i )) speci�es the utility of the centroid based on its QoS values.

The second part (i.e.,
r (QL z

i )
ci

) allows giving better utility value to the centroid that has

more candidate services wherer (QL z
i ) is the number of candidate services of the centroid

QL z
i and ci is the total number of services of the taskA i .

5.3.2.2 The Selection of the Best Centroids

The second step allows to identify the best centroid of each business task. QoS values

of the selected centroids will be considered as local QoS constraints in the selection

process. We propose a constraint optimization model to �nd the best centroids such

that all global QoS constraints are satis�ed. To select only one centroid for each task,

we use a binary decision variablexz
i for each centroid such that xz

i = 1 if the centroid

QL z
i is selected for the abstract taskA i and xz

i = 0 otherwise, which is expressed in

Constraint (5.19).

KX

z=1

xz
i = 1 ; 8A i 2 A ; xz

i 2 f 0; 1g (5.19)
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The goal of the objective function (5.20) is to maximize the utility value of the set of

the selected centroids in order to reduce the number of discarded services.

maximize
X

A i 2A

KX

z=1

U(QL z
i ) � xz

i (5.20)

To guarantee that the QoS values of the selected centroids ensure that the global QoS

constraints will be satis�ed, we add Constraint (5.21).

AggA i 2A (
X

A i 2A

KX

z=1

QL z
iy � xz

i ) � Q(qy); 81 � y � m (5.21)

To select only one centroid for each choice structure, we add constraints (5.6) and (5.7).

Additionally, the selected centroids must ensure that the overall deadline is ful�lled. To

do so, we add Constraint (5.22), which guarantees that the sum of the minimum start

time of the �rst task and the aggregated duration value of the selected centroids satis�es

the required deadline. In this constraint, tmin
A 1

indicates the minimum possible start time

of the �rst business task A1 (See Section 3.4.2) andy refers to the execution duration

attribute.

tmin
A 1

+ AggA i 2A (
X

A i 2A

KX

z=1

QL z
iy � xz

i ) � deadline (5.22)

5.3.3 Deadline Decomposition

Unlike existing approaches, which handle static QoS values [16, 74], specifying local

QoS constraints does not guarantee that all services that satisfy these constraints can

collaborate when considering time-dependent QoS values. For instance, suppose that the

business process has two abstract tasksA1 and A2, which will be executed in sequence

with A1 precedesA2. Let's denote by s�
1 and s�

2 the best services that satisfy all local

QoS constraints of the two tasksA1 and A2, respectively. Suppose now that the service

s�
2 is available in a time span before that of the services�

1. In this case, the two services

can not be part of a feasible solution even though they satisfy all local QoS constraints.

To this end, temporal properties have to be considered also to identify local temporal

constraints that have to be satis�ed by the selected services to guarantee that all selected

services can collaborate together. To do so, we identify four variables for each task:

earliest start time estm , earliest �nish time ef t m , latest start time lst M and latest �nish

time lf t M . The values of these variables are de�ned based on the minimum and the
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maximum duration values of each task and should guarantee that all intra and inter-task

temporal constraints are satis�ed and the overall deadline is respected.

Example 5.1. Let's take the example presented in Figure 5.3. In this example, we

consider two abstract business tasksA1 and A2. For each task, we compute the largest

time interval based on both minimum and maximum duration values as well as the

minimum start time and maximum �nish time of its candidate services. In this example,

we suppose that the deadline is equal to 38 time units. The local temporal values of

each task are depicted in Figure 5.3.

Figure 5.3: Example of deadline decomposition

The speci�cation of the local temporal constraints of each activity is not a trivial task

when handling several temporal constraints and complex business structures. To deal

with this, time intervals are identi�ed based on constraint optimization model. This

model can be applied in parallel for each taskA i 2 A .

The objective function (5.23) allows for maximizing the value of lf t M
i while minimizing

the value of estmi .

maximize lf t M
i � estmi (5.23)

To specify the dependencies between the start and the �nish time of each task, we add

Constraints from (5.24) to (5.27). Here, we consider that the di�erence betweenestmi
and ef t m

i is equal to the minimum duration value for the task A i (i.e., Q(A i ; dur )min )

whereas the di�erence betweenlst M
i and lf t M

i is equal to the duration of the selected

centroid for the task A i (i.e., QL z
iy ), which is considered as the maximum duration value

of A i , with z refers to the selected centroid of the taskA i and y refers to the duration

attribute.

ef t m
i = estmi + Q(A i ; dur )min ; 8A i =2 L (5.24)

lf t M
i = lst M

i + QL z
iy ; 8A i =2 L (5.25)
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ef t m
i = estmi + � i � Q(A i ; dur )min ; 8A i 2 L (5.26)

lf t M
i = lst M

i + � i � QL z
iy ; 8A i 2 L (5.27)

To satisfy precedence dependencies, we add Constraints (5.28) and (5.29).

ef t m
i � estmv ; 8Av 2 A ; A i 2 P d(Av) (5.28)

lf t M
i � lst M

v ; 8Av 2 A ; A i 2 P d(Av) (5.29)

Besides, to guarantee that local temporal constraints are ful�lled, we add Constraints (5.30)

and (5.31) while considering only the temporal constraints (SNLT and FNLT).

lst M
i � T; 8tci (SNLT; T ) 2 T C (5.30)

lf t M
i � T; 8tci (FNLT; T ) 2 T C (5.31)

Finally, Constraints (5.32) and (5.33) deal with temporal constraints. For simplicity, in

this model, we only consider �nish-to-start inter-task temporal constraints. Thus, the

following constraints have to be satis�ed:

ef t m
i + D min

iv � estmv � ef t m
i + D max

iv ; 8 tdi;v (FS; Dmin
iv ; D max

iv ) 2 T D (5.32)

lf t M
i + D min

iv � lst M
v � lf t M

i + D max
iv ; 8 tdi;v (FS; Dmin

iv ; D max
iv ) 2 T D (5.33)

with,

estmi ; ef t m
i ; lst M

i ; lf t M
i 2 [tmin

A i
; tmax

A i
]; 8A i 2 A (5.34)

The start and �nish time of each task will be considered as local temporal constraints

and thus, used in the next step to �nd a candidate service for each abstract task.

5.3.4 Local Selection

After de�ning local QoS and temporal constraints, the last step of our approach is to

select a close-to-optimal solution. The local selection aims to �nd the best service for

each business task such that all local QoS and temporal constraints are ful�lled. The

best service is the service that has the best utility value amongst all the candidate
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services of the corresponding service class. The local selection can be applied in parallel

for each task. The selection process is presented in Algorithm 4.

Algorithm 4 Local Service Selection for a TaskA i

1: for eachSijk 2 SP resi do
2: ComputeUtility (Sijk )
3: RankServices(A i )
4: for eachSijk 2 SP resi do
5: for eachqy 2 QS do
6: if Q(Sijk ; qy) � QL (A i ; qy) then
7: break
8: if tmin

Sijk
� estmi and tmax

Sijk
� lf t M

i then
9: SelectService(Sijk )

10: De�neStartTimeInterval (Sijk )
11: break

First, we rank candidate services of each business task according to their utilities (lines

1 to 3). The utility of each service is quanti�ed by the utility function declared in

(5.35). To avoid local optimums, we compare the distance between the quality value of

the service and the minimum quality value of its corresponding task with the distance

between the minimum and maximum aggregated values for each quality attribute.

U(Sijk ) =
mX

y=1

Wy �
Q(A i ; qy)max � Q(Sijk ; qy)

Q(qy)max � Q(qy)min (5.35)

For each task, we select the candidate service with the best utility value and that meets

all local QoS (lines 4 to 7) and temporal (lines 8 to 9) constraints of its corresponding

task. Local QoS constraints are considered as upper bounds for QoS values of the

di�erent candidate services where QL (A i ; qy) denotes the local QoS constraint of the

attribute qy for the task A i . To deal with temporal constraints, a candidate service

is selected if its time span is larger than the interval [estm ; lf t M ]. Here, we note that

the time span of each service instance covers its execution duration (i.e.,tmax
Sijk

� tmin
Sijk

�

Q(Sijk ; dur )). For each selected service, we identify the time span in which it can start

execution so that it can collaborate with other selected services (line 10). To do so, we

add the following constraint:

max(tmin
Sijk

; estmi ) � st i � lf t M
i � Q(Sijk ; dur ) (5.36)

With st i and f t i are the start and the �nish time of the selected service of the task

A i . Hence, if this constraint is satis�ed, we can guarantee that the selected services

can form a feasible solution. The start time of each service is then de�ned at run time
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with respect to the Constraint (5.36) and the start and the �nish time of its precedent

services. In the following, we demonstrate that the selected services after a local selection

can collaborate with each other while satisfying all constraints.

Lemma 5.1. If all the selected services satisfy local QoS constraints and time spans

(identi�ed by the deadline decomposition step) and guarantee Constraint(5.36), they

can collaborate with each other and all local and global constraints are ful�lled.

The proof of Lemma 5.1 is given in Appendix A.4.

5.4 Conclusion

In this chapter, we have presented exact and approximate approaches to solve the ser-

vice selection problem. The proposed approaches allow handling both small and large

selection problems. The exact approach is based on constraint optimization model to

select the best solution. Although this approach allows selecting the best combination

of services, it can not be applied in large service selection problems where the number of

services, tasks and constraints may be very high. For this reason, we have proposed an

approximate service selection approach. This approach is based on clustering and con-

straints decomposition techniques to identify local QoS and temporal constraints from

the global ones.

The proposed approaches can only be applied on request time before executing the se-

lected services. Service selection at request time does not guarantee that the selected

services o�er the estimated values during execution. Hence, a dynamic service selec-

tion approach at run-time is required to guarantee that the selected solution is still

satisfactory during execution. This approach is discussed in the next chapter.
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6.1 Introduction

The successful execution of business processes according to user needs requires that the

values of all selected services are compliant with their corresponding constraints. Static

service selection approaches are based on estimated values to obtain an ex-ante service

composition. Service oriented systems often operate in highly uncertain and dynamic

environments. Thus, during execution, actual values of candidate services may deviate

from the estimated ones, which may cause the violation of business constraints. For

example, due to a high overhead, the response time of a selected service may be higher

than estimated. Such deviations might a�ect the successful execution of the service

combinations during execution and thus, the satisfaction of end-to-end constraints. In

addition, during the execution of services, several changes may occur due to the dynamic

85
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nature of service systems. Indeed, services can join the system, become unavailable, or

their o�erings can change.

To ensure a reliable execution of service compositions, the selected combination of ser-

vices is monitored during execution so that re-selection actions can be triggered each

time new events that may a�ect the process execution, arise. The aim of the dynamic

selection is to adjust the selected service combination so that all constraints can be

guaranteed and the optimality of the selected solution remains reasonable. This is a

complex task especially when handling several constraints and dependencies between

services mainly the temporal constraints. Existing approaches that deal with service

failures, constraints violations and environment changes do not consider speci�c charac-

teristics related to the presence of temporal properties. Moreover, they usually delay the

adaptation until a violation of a global constraint occurs, which may lead to undesired

e�ects such as the inability to �nd a feasible solution.

In this chapter, we propose a proactive dynamic service selection approach to handle

several changes and violations that can be observed at di�erent stages of the execution

while ensuring that the new services still meet the original end-to-end global constraints.

We assume that aprimary service combination is already identi�ed using static selection

approaches presented in Chapter 5. The proposed approach reacts to changes and

violations as soon as they occur to guarantee the successful execution of the service

combination and reduce the occurrence of violations during execution. In contrast to

existing approaches, in addition to QoS o�erings, we consider temporal constraints and

their dependencies. The remainder of this chapter is organized as follows. In Section

6.2, we describe a motivating scenario. In Section 6.3, we detail our service selection

approach to deal with both service violations and environment changes during service

execution. Finally, we conclude the chapter in Section 6.4.

6.2 Motivating Scenario

To better illustrate the usefulness of the proactive service selection, let's consider the

example presented in Section 1.3. Candidate service instances of each task are presented

in Figure 3.2. Suppose that the initial selected combination of services isCS� = ( S111,

S211, S311, S431, S531, S611). In the following, we give some examples of violations and

changes that might occur during the execution of the selected solution.

� Scenario 1: Suppose that while the serviceS111 is executing, S311 changes its

quality values to 7 units for the execution duration and 10 units for the cost

attribute. In this case, the solution is no more feasible since the global execution
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duration constraint is violated. Delaying the substitution of services until the

serviceS311 starts the execution will lead to the inability to �nd a feasible solution

since all service combinations including the servicesS111, S211 and S311 violate

global constraints. Hence, the serviceS311 should be substituted by S331 during

the execution of S111 to obtain a satisfactory solution.

� Scenario 2: Suppose that during its execution, the serviceS211 takes 2 time units

rather than 1. In this case, the global execution duration is not exceeded and

the deadline is respected. Suppose now that another violation occurs when the

service S611 is executing. This service takes 2 time units rather than 1. In this

case, the service can not o�er the expected cost and the overall deadline will

be violated. Here, replacing the serviceS531 by S512 after the violation of the

serviceS211 will result in a satisfactory solution even if the violation occurs on the

serviceS611. Thus, reacting to changes as soon as they occur allows for minimizing

the interruption time while increasing the chance to �nd a feasible solution after

violation.

� Scenario 3: Suppose that while executing the serviceS211, the service S512 per-

forms better with a cost equal to 10 rather than 14. In this case, replacing the

service S531 by the service S512 will lead to a better optimality for the selected

combination of services.

6.3 Proactive Service Selection

In this section, we detail our time-aware proactive service selection approach. This

approach relies on computed maximum and intermediary thresholds, which are used at

run time to trigger corresponding re-selection actions (Section 6.3.1). Based on these

thresholds, a set of the most relevant candidate services is selected for each business task

to enhance the e�ciency of the re-selection approach (Section 6.3.2). Finally, according

to classes of changes that may arise at run time, re-selection actions are performed

(Section 6.3.3). The re-selection process relies on a local and a region approaches (Section

6.3.4). We propose an iterative method to de�ne re-selection regions to include a small

set of tasks to be considered rather than considering all non-executed tasks.

6.3.1 Speci�cation of Re-selection Thresholds

To get control over the execution of the process, for each task we de�nemaximum and

intermediary thresholds for each task. If at least one maximum threshold of one task is
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violated, the selected solution is no more feasible and thus, it should be modi�ed. More-

over, intermediary thresholds are speci�ed for each abstract task so that if the values

of a service exceed at least one of these thresholds, re-selection actions are triggered in

order to minimize the likelihood of possible violations.

6.3.1.1 Computing Maximum Thresholds

The maximum thresholds are computed considering the values of the selected services

(i.e., services of the selected combination of servicesCS� ) and the global constraints.

For instance, if we consider the example presented in Section 1.3, maximum thresholds

for the cost attribute of the tasks A1, A2, A3, A4, A5 and A6 are equal to 15, 13, 15, 15,

15 and 10, respectively, considering the selected combination of servicesCS� = ( S111,

S211, S311, S431, S531, S611). Consequently, if for instance the serviceS111 of the �rst

task changes its cost value to 16 rather than 12, the global execution duration will be

violated and the selected solution should be modi�ed.

The set of the maximum execution thresholds of each business taskA i 2 A is denoted

by TM
i hTM

i 1 ; ::; TM
iy ; ::; TM

im +2 i with 1 � y � m + 2. The maximum threshold for a quality

attribute qy except the duration attribute for a task Ab (i.e., TM
by ) is computed using the

following constraint optimization model.

maximize Q(Ab; qy) (6.1)

Q(A i ; qy) = Q(ss
i ; qy); 8A i 2 A ; i 6= b (6.2)

AggA i 2A (Q(A i ; qy)) � Q(qy); 8A i 2 A (6.3)

Q(Ab; qy) 2 [Q(ss
b; qy); Q(qy)] (6.4)

Maximum QoS threshold of the task Ab is equal to its maximum allowed quality value

(i.e., Q(Ab; qy)) while considering the quality values of the selected services of all other

tasks (i.e., Q(ss
i ; qy) 8A i 2 A j i 6= b) (Constraints (6.1) and (6.2)). Constraint (6.3)

guarantees the satisfaction of the global QoS constraint. To guarantee that the maximum

threshold ful�lls the intra-task QoS constraints, Constraints (4.8) and (4.9) can be used.

Here, we note that intra-task constraints are applied only for the task for which we

compute the maximum threshold (i.e., Ab) since the values of the quality attribute for

all other tasks are �xed to the values of their corresponding selected services. Finally,

Constraint (6.4) indicates the domain of the maximum quality value of the task Ab. We

note that for choice structure, we suppose that paths that will be executed are identi�ed

in the selection phase.
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To compute maximum thresholds for the duration attribute as well as maximum tem-

poral threshold, we propose the model from (6.5) to (6.10).

maximize Q(Ab; dur ) (6.5)

AggA i 2A (Q(A i ; dur )) � Q(dur ); 8A i 2 A (6.6)

f t i � stv ; 8Av 2 A ; A i 2 P d(Av); A i =2 A (6.7)

Q(A i ; dur ) = Q(ss
i ; dur ); 8A i 2 A ; i 6= b (6.8)

Q(Ab; dur ) 2 [Q(ss
b; dur ); Q(dur )] (6.9)

st i ; f t i 2 [tmin
ss

i
; tmax

ss
i

]; 8A i 2 A (6.10)

Maximum threshold of each taskAb for the duration attribute is equal to its maximum

allowed quality value (i.e., Q(Ab; dur )). The objective function (6.5) allows for maximiz-

ing the duration value of the task Ab. Constraint (6.6) accounts for the global duration

constraint that has to be ful�lled. Constraint (6.7) deals with dependencies between

tasks. The duration of each taskA i 2 A ; i 6= b is equal to the duration of its selected

service (Constraint (6.8)). The domain of the maximum threshold is presented in Con-

straint (6.9). Finally, the start and the �nish time of each task should be in the time

interval of the selected service (Constraint (6.10)). To guarantee the satisfaction of the

deadline, we use Constraint (4.14). To deal with dependencies between the start and

the �nish time of the di�erent tasks, we use Constraints form (4.15) to (4.16). To deal

with intra and inter-task constraints, we use Constraints from (4.22) to (4.27). Again,

intra-task constraints are applied only for the task Ab. Maximum temporal thresholds

for a task Ab (i.e., TM
bm+1 and TM

bm+2 ) represent its latest start time and its latest �nish

time, respectively. These thresholds should not be exceeded during execution for each

task. The latest �nish time of the task Ab is equal to its �nish time after applying

the constraint optimization model (i.e., f t b). Whereas its latest start time is equal to

f t b � Q(ss
b; dur ).

6.3.1.2 Computing Intermediary Thresholds

The intermediary thresholds are used to trigger a proactive re-selection actions prior

to a global constraint violation. The aim is to avoid delaying the re-selection until a

violation of a global constraint occurs on the one hand, and, on the other hand avoid

triggering re-selection actions each time a violation is observed, which can decrease the

e�ciency of the proposed approach. The set of intermediary thresholds for each task
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A i 2 A is denoted byT I
i hT I

i 1; ::; T I
iy ; ::; T I

im +2 i with 1 � y � m + 2. These thresholds are

computed as follows:

T I
iy =

8
>>><

>>>:

T M
iy + p

ss
i

y

2 if 1 � y � m
T M

iy + st i

2 if y = m + 1
T M

iy + f t i

2 if y = m + 2

(6.11)

6.3.2 Pertinent Services

Pertinent services are used as backup during the re-selection. The aim is to avoid taking

into consideration all candidate services of each task, which can negatively in
uence the

performance of the re-selection step. The set ofpertinent services for each taskA i 2 A

is denoted by SP eri . In the following, we explain how these services are identi�ed and

ranked to be used at run-time. For simplicity, in the rest of this chapter, we usesi to

indicate a service instance of the taskA i .

6.3.2.1 Identifying Pertinent Services

The �rst step is to prune all services that do not violate the maximum thresholds.

Algorithm 5 summarizes the process of selecting pertinent services for each abstract

task A i 2 A .

Algorithm 5 Identifying Pertinent Services for a Task A i

1: Input: The set of candidate servicesSi n f ss
i g of each taskA i

2: Output: The set of pertinent servicesSP eri

3: SP eri = ;
4: for eachsi 2 S i n f ss

i g do
5: if isPertinentService(si , TM

i ) then
6: SP eri = SP eri [ f si g

The proposed algorithm takes as input the set of all candidate servicesSi n f ss
i g of

each taskA i and returns the set of pertinent servicesSP eri . A service si is considered

pertinent if 8 1 � y � m + 2, psi
y respectsTM

iy , hereafter denoted by (psi
y res TM

iy ), with:

psi
y res TM

iy i�

(
psi

y � TM
iy if 1 � y � m

[X; Y ] � Q(si ; dur ) otherwise
(6.12)

With [ X; Y ] = [ tmin
si

; tmax
si

] \ [st i ; f t i ] and st i and f t i are the time values computed

using the model from (6.5) to (6.10). In other words, the maximum quality threshold
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is respected if the quality value of the service is less than or equal to the threshold

81 � y � m since we consider only quality attributes with decreasing value direction.

The maximum temporal thresholds (i.e., TM
im +1 and TM

im +2 ) are respected by a servicesi

if the intersection between its time span and the interval [st i ; TM
im +2 ] covers its execution

duration value (i.e., Q(si ; dur )).

6.3.2.2 Ranking Pertinent Services

Once the pertinent services are identi�ed for each task, we rank them according to their

scores. Consequently, in case of re-selection, the best pertinent service (i.e., the �rst

service) will be selected. This allows to reduce the delay of the substitution of failed

services since these latter can be substituted by the �rst pertinent service in most cases

without the need to re-select services for all non-executed tasks and waiting for the result

of the re-selection.

The main idea is to give a better score to the service that has the largest distance

compared to the set of its corresponding thresholds so that if a violation is observed

at run-time, the best service has more chance to be selected giving its quality values

without violating the required constraints. To do so, we compute the distance between

each service and the maximum thresholds of its corresponding task based on its quality

values for all quality parameters. The score of each servicesi 2 SP eri , denoted bysr (si ),

is computed as follows:

sr (si ) =
mX

l=1

Wl � D l (si ) (6.13)

With,

D l (si ) =

8
<

:

T M
il � Q(si ;ql )

T M
il � Q(A i ;ql )min if TM

il 6= Q(A i ; ql )min

1 otherwise
(6.14)

The service that has the utmost score will be best ranked. Here, we point out that the

set of pertinent services is updated during execution to deal with potential changes (e.g.,

new services can be added, existing services can be removed).

6.3.3 Event Classes and Recovery Actions

Usually, adaptation approaches handle possible changes only after a violation of global

constraints is observed or when the service that has to be executed is no more available.
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In other words, even when changes, that do not a�ect end-to-end constraints occur at

an early stage, they will be considered only if the selected solution is no more feasible,

which leads to undesired e�ects such as the inability to �nd a satisfactory solution or

a signi�cant interruption time due to for instance the unavailability of the service that

has to be invoked. Moreover, most of the current approaches propose to re-select all

non-executed services from scratch, which causes a signi�cant delay on the execution of

the selected services.

To deal with these limitations, we propose a proactive service re-selection approach that

deals with possible changes during execution at early stages in order to prevent possible

violations. The main idea is to react to changes as soon as they occur during the process

execution in order to prevent the interruption time of the execution when searching for

a feasible solution. To avoid possible violations, we propose to proactively update the

selected services during execution based on the information of the already executed

parts of the process while minimizing the number of re-selected services. In addition,

the proposed approach allows enhancing the selected solution in response to not only

changes in the values of the selected services but also changes in the environment (e.g.,

a new better service is added) so that the optimality of the selected solution during

execution is maintained.

6.3.3.1 Categories of Changes

During execution, each abstract task A i 2 A has an execution state denoted byesi ,

which can be assigned to one of the following states:ae to denote that the task is

already executed and its execution is completed,ce to denote a partial execution (i.e.,

the task is currently executed and its execution is not yet completed) andne to denote a

task that is not yet executed. In Table 6.1, we give some notations used in this chapter.

Changes occurring during execution can be classi�ed into two main categories:changes

in the service that is currently in execution (i.e., ss
i 2 CS� j esi = ce) and changes in the

environments (i.e., changes in the selected and not executed services and changes in the

set of pertinent services). These latter can be anaddition of a new service, adeletion

of a service or amodi�cation in the values of a service. Each of these categories can be

further classi�ed into two sub-categories: ignored changes, which arewithout e�ects and

changeswith potential e�ects and that have to be considered.

- Changes without e�ects : these changes a�ect neither the set of pertinent services

SP er nor the selected solutionCS� (i.e., Sn
P eri = So

P eri ; 8A i 2 A and CS� n = CS� o).

- Changes with potential e�ects : these changes a�ect the set of pertinent services

SP er and can be further divided into changes thatdo not a�ect the selected solutionCS�
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(i.e., the selected services are the same identi�ed by the static selection approach) and

changes thata�ect the selected solution. Here we note that if a selected service changes

its values but it is preserved in the selected solution, these changes are considered asnot

a�ecting changes. A change is considered asa�ecting if at least one selected service has

to be substituted by another candidate service.

In the next section, we give a detailed presentation of the di�erent cases when each

of the aforementioned categories is identi�ed as well as their corresponding re-selection

actions.

Table 6.1: Some notations.

sn
i The new added service for the taskA i

sd
i The deleted service of the taskA i

so
i The old service of the taskA i before modi�cation

sm
i The new service of the taskA i after modi�cation

s1
i The �rst ranked service in SP eri

sr0(si ) The new score ofsi considering the new values of thresholds ofA i

So
P eri The old set of supplementary services of the taskA i

Sn
P eri The new set of supplementary services of the taskA i

CS� o The old selected combination of services
CS� n The new selected combination of services

: (psi
y sat Tiy ) The value of the attribute py does not satisfy the thresholdTiy

6.3.3.2 Recovery Actions

Changes occurring during run time can either a�ect the set of the pertinent services or

both pertinent services and the selected solution. Depending on the type of the changes,

several actions can be triggered (See Table 6.2). For this reason, we de�ne four main

actions that have to be applied in the di�erent cases we consider.

Action 1 : Update pertinent services of a concerned non-executed taskA i (i.e., SP eri )

This action takes place when for a given taskA i : (i) a new service is added to the

set of pertinent services or (ii) an existing service changes its values but still satis�es

maximum thresholds. In these two cases, the score of the concerned service has to be

computed based on Constraint (6.13) and the service will be ranked according to the

value of its score.

Action 2 : Update maximum and intermediary thresholds and pertinent services of all

non-executed tasks (i.e.,T I
i , TM

i and SP eri 8A i 2 A j esi = ne)

Each time a change occurs on the selected solution, our approach proceeds on two main

steps: (1) As the values of thresholds are computed based on the values of the selected
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services, they should be updated for all non-executed tasks (i.e.,A i 2 A j esi = ne)

taking into account the values of the already executed services (Equations from (6.1) to

(6.11)). We note that when updating temporal thresholds, the start and the �nish time

of the already executed services are considered in the model from (6.5) to (6.10). (2)

Considering the new values of thresholds, the set of pertinent services of all non-executed

tasks will be updated according to Constraint (6.12). Services that no longer meet the

new values of thresholds are removed. In the case where a better change occurs, some

services may be added to the set of pertinent services if they satisfy the new thresholds.

After that, the scores of pertinent services of all non-executed tasks will be recomputed

based on Constraint (6.13) and the ranking of services is updated.

Action 3 : Update the optimal solution and thresholds and pertinent services of all non-

executed tasks (i.e.,CS� , T I
i , TM

i and SP eri 8A i 2 A j esi = ne)

When global constraints are guaranteed to be violated (i.e., at least one maximum

threshold is exceeded) or the service currently in execution is no more available, the

optimal solution is no more feasible and should be changed. In such cases, the execution

might be interrupted until the re-selection is completed. To speed up the re-selection

process, we propose to select services locally for each non-executed task. The aim of the

dynamic local selection is to avoid comparing several combinations of services, which

decreases the e�ciency of the selection process. Given the already executed services

and the occurred violation, the main idea is to search for a service for at least one non-

executed task such that all constraints are ful�lled. If a solution is found, Action 2 is

applied, otherwise, we proceed to theregion based selection approach. If a solution is

found, Action 2 will be applied, otherwise, there is no solution to the selection problem.

Both the dynamic local selectionand region based selectionapproaches are detailed in

Section 6.3.4.

Action 4 : Update thresholds and pertinent services of an interrupted task

If a service of a taskA i currently in execution, is no more available, it should be sub-

stituted. In contrast to existing approaches that change the values of global constraints

according to already executed services, we do not change the global constraints. In fact,

this can not be easily applied when handling complex business structures and several

QoS and temporal constraints. On the other side, changing global constraints is not

always allowed. To deal with this, �rst, we add a temporally virtual abstract task A0
i in

sequence with the taskA i with esi = ce. This virtual task has the same characteristics

as A i (i.e., it has the same set of pertinent services and the same temporal constraints)

and it will be used only to search for a new solution while considering the time spent by

the unavailable service of the taskA i . The best ranked service inSP eri will be considered

as the selected service for the taskA0
i .
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- Changes in Services Currently in Execution: When a deviation occurs in a

service during its execution, it should be considered. Here, we note that we assume

that once a service starts execution, it can not be interrupted even if it violates the

thresholds.

To maintain the e�ciency of the proposed algorithm and avoid unnecessary re-selection

actions, we consider that if the violation is smaller than the intermediary thresholds, it

will not a�ect the selected solution (Case (1).a. in Table 6.2). If there is a high deviation

between the estimated and the actual values (i.e., the violation exceeds the intermediary

threshold), the likelihood to violate global constraints will be high. If the violated value is

between the intermediary and the maximum thresholds,Action 2 is applied considering

the new values of the service currently executed. Then, we compare the new scores

of all non-executed services inCS� (i.e., sr0(ss
v) 8 esv = ne) with those of the best

selected services (i.e.,sr0(s1
v) 8 esv = ne) according to the new values of thresholds

when considering the violation in the executed service. If all selected services have the

best scores, the violation is considered as non a�ecting and the selected solution will not

change (Case (1).b.). Otherwise, selected services with lower scores will be substituted

by the best ranked services of their corresponding tasks (Case (1).c.). In such a case,

Action 2 will be applied another time to take into account the values of the new services.

If the violation of the service currently in execution exceeds at least one maximum

threshold (i.e., 91 � y � m + 2 ; : (p
sm

i
y res TM

iy )), we apply Action 3 to update the

optimal solution and search for a new feasible solution (Case (1).d.). If the service

currently in execution is no more available, we applyAction 4 and then, we apply the

same steps ofAction 3 (Case (1).e.).

- Changes in the Environment: These changes are related to the cases when a

new service is added or when a service that is not currently in execution is deleted or

changes its values. In all cases, if a change occurs in candidate services of an already

executed task (i.e.,esi = ae), it will not be considered (Cases (2).a., (3).a. and (4).a.).

Hereafter, we summarize changes that should be considered as well as actions that should

be triggered in each case:

� Addition : if a new added service does not satisfy thresholds, it will not be con-

sidered (Case (2).b.). Otherwise, if its score is less than the score of the selected

service (Case (2).c.) or it is better but the selected service is currently in execution

(Case (2).d.), the service will be added to the set of pertinent services andAction 1

is applied. Otherwise, the selected service will be substituted by the new service

and then Action 2 is applied (Case (2).e.).
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� Deletion: if the deleted service does not belong neither to the set of pertinent

services nor toCS� , it will not be considered (Case (3).b.). If it belongs to SP er it

will be removed (Case (3).c.), otherwise, it will be substituted by the �rst ranked

service (Case (3).d.) andAction 2 is applied.

� Modi�cation : if the modi�ed service does not belong toSP er and CS� and does not

satisfy at least one maximum threshold, it will not be considered (Case (4).b.).

If the modi�ed service belongs to SP er and does not satisfy at least one maxi-

mum threshold, it will be removed from the set of pertinent services (Case (4).c.).

Otherwise, we distinguish between two cases: (1) If the modi�ed service does not

belong to CS� , thus, it will be considered as a new added service (Cases (4).d.,

(4).e. and (4).h.). (2) If the modi�ed service belongs to CS� , then, if it satis�es

all intermediary thresholds (Case (4).f.) or it satis�es all maximum thresholds and

its score is better than that of the best service (i.e.,s1
i ) (Case (4).g.), it will be

preserved in CS� . Otherwise, if it satis�es maximum thresholds but its score is

less than that of the best service (Case (4).i.) or if it does not satisfy at least

one maximum threshold (Case (4).j.), then it will be substituted by the service

s1
i in CS� . In all these cases,Action 2 should be applied. The aim of this step is

to enhance the selected solution according to the occurred modi�cation in order

to reduce the number of possible violations in the remaining tasks of the process.

We note that if so
i 2 CS� , then, the change is in a task that is not yet executed

(i.e., esi = ne) since if esi = ce, the change is considered as a change in a service

currently in execution, which is treated previously.

6.3.4 Local and Region based Service Selection

As discussed in Section 6.3.3, when global constraints are violated or the service currently

in execution is no more available, we proceed to the local service selection approach. In

case their is no solution, a region based service selection approach is applied. These two

approaches take as input the �rst non-executed taskA i and return the new solution if it

exists. We point out, that in case of global constraint violation, the �rst non-executed

task is the one that succeeds the task that violates the maximum threshold. In the case

where the executed service is no more available, the �rst non-executed task is the added

virtual task (i.e., A0
i ). In the following, we detail each of these approaches.
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6.3.4.1 Dynamic Local Service Selection Approach

When a deviation exceeds the maximum threshold or a service currently in execution is

no more available, we proceed to the dynamic local service selection approach presented

in Algorithm 6. First, we compute thresholds for non-executed tasks (i.e.,8Av 2 Ane j

Ane = f Av 2 A ; esv = neg) based on models presented in Section 6.3.1 while taking into

account the violation occurred on the service currently in execution (lines from 4 to 5).

We note that the computation of the new thresholds can be done in parallel for all tasks

since it is independent form one task to another. In this step, if the service violates the

estimated values, only thresholds for the violated attributes will be recomputed. If the

executed service is no more available, thresholds will be recomputed for all QoS and

temporal attributes. The set of pertinent services of each non-executed task is then

updated by removing all services that do not meet the new thresholds and recomputing

the score of each service based on the new values of thresholds (line 6). If there is at

least one service in the set of pertinent services of an non-executed taskA i considering

the new values of thresholds, the selected service of this task (i.e.,ss
i ) will be substituted

by the best ranked service (i.e.,s1
i ) in the optimal solution CS� n (lines from 7 to 12).

In fact, since the best service satis�es maximum thresholds, its integration with the

already selected services inCS� o maintains the satisfaction of all global constraints. If

all non-executed tasks have empty sets of pertinent services (i.e.Sn
P erv = ; ; 8Av 2 Ane),

we apply the region based service selection approach described in the next subsection

(lines 13 and 14).

Algorithm 6 Dynamic Local Service Selection Algorithm

1: Input: The �rst non-executed task A i

2: Output: The new solution of the selection problemSol
3: Sol = ;
4: for eachAv 2 Ane do
5: computeThresholds(Av)
6: Sn

P erv  updatePertinentServices(Av ; So
P erv )

7: while Sol = ; and i � n do
8: if Sn

P eri 6= ; then
9: CS� n = CS� o n f ss

i g [ f s1
i g

10: Sol = CS� n

11: else
12: i = i + 1
13: if Sol = ; then
14: Sol  regionBasedServiceSelection()
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6.3.4.2 Region based Service Selection Approach

When there is no solution using the dynamic local selection, we propose to re-select

services for a speci�ed set of tasks. To do this, we propose an algorithm that iteratively

identi�es a re-selection regionR that has to be considered. The aim is to avoid including

all the set of non-executed tasks in the selection process and include only a minimum

number of services that have to be replaced in the re-selection region. The main idea

of this step is to increment the number of tasks included in the region until a feasible

solution can be found. Figure 6.1 shows an example of re-selection regions.

Figure 6.1: Re-selection regions after a violation or an unavailable service

The region based service selection approach is presented in Algorithm 7. First, we assign

the �rst non-executed task A i to the region set R (line 3). While there is no solution

and the number of tasks included inR is less than the number of non-executed tasks, we

expand the re-selection regionR by adding the next task (i.e., A i +1 ) (lines 4 and 5). We

suppose that the tasks are ordered according to their ids, which represent the occurrence

of the task in the business process. Moreover, in the case where the failed service is the

last service (i.e., A i = An ), if there is no solution using the local selection approach,

we conclude that there is no solution to the problem and it is not worth to apply the

region based selection approach. Then, we apply the selection algorithm to the set of

tasks in the speci�ed region (line 6). The selection problem is presented as a constraint

optimization problem de�ned in the model from (6.15) to (6.26)). In this step, only a set

of pertinent services is considered for each task in order to deal with scalability issues.

In case there is a solution to the constraint optimization model, all selected services for

tasks in the selection region will substitute the already selected services inCS� (i.e.,

CS� n = CS� o n f ss
i ; 8A i 2 Rg [ f si ; 8A i 2 Rg with si denotes the new selected service

for A i using the proposed model) andSol = CS� n (lines from 7 to 9). In case there is no

solution (i.e., Sol = ; ), we increment the counter i and repeat the same steps (lines 10

and 11). The algorithm ends if a solution to the problem is found or if all non-executed

tasks are included in the region and there is no solution. In this latter case, we conclude

that the problem has no feasible solution (lines from 12 to 13).
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Algorithm 7 Region Based Service Selection Algorithm

1: Input: The �rst non-executed task A i

2: Output: The new solution of the selection problemSol
3: R = f A i g, Sol = ;
4: while Sol = ; and j R j < j Ane j do
5: Add task A i +1 to R
6: Sol  Re-selectServices(R)
7: if Sol 6= ; then
8: CS� n = CS� o n f ss

i ; 8A i 2 Rg [ f si ; 8A i 2 Rg
9: Sol = CS� n

10: else
11: i = i + 1
12: if Sol = ; then
13: There is no solution to the selection problem

The proposed selection model is as presented in the following (Constraints from (6.15)

to (6.26)). The objective function (6.15) allows selecting the best solution. To avoid

considering all candidate services for the tasks inR, only the set of pertinent services

of each task before the violation will be considered (i.e.,SP er ). To guarantee that only

one service will be selected for each task we de�ne Constraint (6.17) whereaijk = 1

if the service Sijk is selected and 0 otherwise. In addition, to avoid searching for the

corresponding global constraints for each region, which can be time consuming and can

not give the best values in some cases, we apply the selection algorithm for all tasks while

assigning to each task that does not belong toR, the originally selected service before

the violation. Constraints (6.18) and (6.19) allow maintaining the selected services

for all tasks that do not belong to the selection region. Since all global constraints

have to be satis�ed when selecting the optimal solution, we add Constraint (6.20). In

addition, we should ensure that the start and �nish time of each non-executed task (i.e.,

8A i 2 A j esi = ne) belong to the time span of its selected service instance, which

is presented in Constraints from (6.21) to (6.23). The start and the �nish times of

each executed task are equal to the times of its already executed service. Constraint

(6.24) identi�es the domains of the start and the �nish time of each task in R. The

start and the �nish time of an non-executed task that does not belong to the selection

region should belong to the time span of its already selected service before the violation

(Constraint (6.25)). Finally, Constraint (6.26) guarantees that the overall deadline is

satis�ed. For simplicity, in this model, we do not detail intra and inter task temporal

constraints as well as structural constraints. Constraints presented in Section 5.2 can

be used.

maximize
mX

y=1

Wy �
Q(qy)max � Q(CS; qy)
Q(qy)max � Q(qy)min (6.15)
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Q(CS; qy) = AggA i 2A (
X

Sij 2S P eri

X

TSijk 2T ij

aijk � Q(Sijk ; qy)) ; 8qy 2 QS (6.16)

X

Sij 2S P eri

X

TSijk 2T ij

aijk = 1 ; 8A i 2 A ; aijk 2 f 0; 1g (6.17)

aijk = 1 ; 8A i =2 R ; Sijk = ss
i (6.18)

aijk = 0 ; 8A i =2 R ; Sijk 6= ss
i (6.19)

Q(CS; qy) � Q(qy); 8qy 2 QS (6.20)
X

Sij 2S P eri

X

TSijk 2T ij

aijk � tmin
Sijk

� st i ; 8A i 2 A j esi = ne (6.21)

st i �
X

Sij 2S P eri

X

TSijk 2T ij

aijk � (tmax
Sijk

� Q(Sijk ; dur )) ; 8A i 2 A j esi = ne (6.22)

f t i = st i +
X

Sij 2S P eri

X

TSijk 2T ij

aijk � Q(Sijk ; dur ); 8A i 2 A j esi = ne (6.23)

st i ; f t i 2 [tmin
A i

; tmax
A i

]; 8A i 2 R (6.24)

st i ; f t i 2 [tmin
ss

i
; tmax

ss
i

]; 8A i =2 R j esi = ne (6.25)

f t n � deadline (6.26)

6.4 Conclusion

In this chapter, we have proposed a dynamic service selection approach that reacts to

changes as soon as these changes occur in order to repair the selected solution during

execution. First, to avoid unnecessary adaptations, we compute a set of thresholds for

each business task. Second, the most pertinent services for each task are identi�ed to

speed up the re-selection of services at run-time. Finally, we categorize the di�erent

changes and specify actions that have to be taken in each case. To allow the substi-

tution of a minimal number of services without interrupting the execution of services,

unless necessary, and reduce the computation time, we propose a dynamic local selec-

tion algorithm. In case, there is no solution, we apply a region based service selection to

avoid the need to perform re-selection from scratch. Our approach di�ers from existing

ones by the fact that thresholds and alternative services are updated during execution

based on the values of the already executed services. Moreover, reactions to changes are

made as soon as they occur in order to avoid execution interruption and increase the

likelihood of �nding a satisfactory solution. In addition, unlike existing work, our ap-

proach allows not only dealing with run-time deviations, but also it enables to enhance
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the selected service composition while considering time-dependent QoS associated with

temporal constraints. In the next chapter, we evaluate the di�erent contributions of our

thesis.
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7.1 Introduction

This chapter studies the performance of the di�erent contributions of this thesis and

presents the prototype we have developed. The di�erent algorithms are implemented

and evaluated analytically and empirically. In Section 7.2, we present our simulation

tool (TQCoS) to generate the di�erent test cases. The evaluation of the performance

of the di�erent contributions is detailed in Section 7.3. The time complexity has been

studied and experiments based evaluations have been conducted. Finally, Section 7.4

concludes the chapter.

103
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7.2 The TQCoS Simulation Tool

To model the business process as well as the di�erent constraints between tasks, we

adopted the work of [120]. In this work, authors propose an extension of the Business

Process Modeling Notation (BPMN) standard [135] to support the speci�cation of tem-

poral constraints. BPMN o�ers a standard notation for modeling and specifying business

processes. It provides a graphical notation that allows a better understanding of busi-

ness models. Figure 7.1 shows a screenshot of the modeling of the business process of

our motivating example (Section 1.3) using the TOPE (Time-aware inter-Organisational

business Process vEri�cation) tool [120, 136]. A description of the BPMN �le of our

motivating scenario is provided in Appendix B.

Figure 7.1: Modeling the business process using TOPE tool

To evaluate the di�erent contributions of our approach and perform the di�erent test

cases, we have designed and developed a simulation tool. The graphical user interface is

implemented with Java AWT and Java Swing. Hereafter, we present some screenshots

that show the main steps of our approach.

Figure 7.2 depicts the �rst graphical interface of our tool. It enables the speci�cation

of the set of QoS attributes, the service selection approach (i.e., exact or approximate

selection with or without pruning), the distribution of QoS values presented in Section

3.3.2.1 (i.e., correlated, independent or anti-correlated) and the number of services per

abstract business task. The user should also specify the business process model. To
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extract constraints at the business level (i.e., structural, QoS and temporal constraints)

and parse the BPMN documents, we use the DOM1 Java API for XML.

Figure 7.2: Setting the parameters of the selection problem

If the user wants to evaluate the dynamic selection process, the number of changes has to

be stated. Our tool simulates and manages several faults and changes during execution

according to speci�ed parameters. Indeed, the user may specify the category of the

change to simulate (i.e., addition, modi�cation or deletion of services) (the right side of

Figure 7.3).

Figure 7.3: Setting the simulated changes and violations

In case of a modi�cation or a deletion of a service, the user should indicate if the

change occurs in a service already selected in the optimal solution or in a candidate

service. When a 
uctuation in a selected (under execution or not) or a candidate service

1https://www.w3.org/DOM/
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is checked to be simulated, the user can indicate the category of the 
uctuation (the

top left side of Figure 7.3). This latter can be less than the intermediary threshold

(i.e., not a�ecting modi�cation), between the intermediary and the maximum threshold

(i.e., modi�cation without global violation) or a violation that exceeds the maximum

threshold (i.e., modi�cation with global violation). If the violation occurs on the selected

service, the user may also specify if the service is currently in execution or it is not yet

executed as well as the position of the violation (the bottom left side of Figure 7.3).

The �nal step is the visualization of the execution of tasks as well as the di�erent changes

that might occur at run-time. Figure 7.4 shows a screenshot where the execution of the

process presented in Section 1.3 is depicted. This �gure indicates that a change occurs

in task A3 (task in red) during the execution of the task A1 (task in green). At the end

of the execution, the optimality of the obtained solution and the re-selection time will

be displayed.

Figure 7.4: Visualization of the business process execution

7.3 Evaluative Study

In this section, we evaluate the performance of the di�erent contributions of this thesis

presented in the previous chapters.

7.3.1 Experiment Settings

Experiments have been performed on a laptop with a 32 bit Intel Core 2.20 GHz CPU

and 4GB RAM and ubuntu 14.04 as operating system. To implement the proposed
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constraint optimization models, we used the open source constraint solver Choco 2.1.52

and Java 1.7. Candidate services for each abstract task were generated randomly based

on given minimum and maximum values for QoS attributes and time availabilities (i.e.,

start and �nish time of each service instance). The minimum and the maximum values

of QoS attributes are inspired from the QWS dataset3. This dataset consists of 365

Web services, each with a set of 9 quality attributes measured using commercial bench-

mark tools [137, 138]. Further, in this study, all constraints were randomly chosen.

Time-dependent QoS attributes for each service instance were generated with a uniform

distribution for a time horizon with 150 time points and distributed in the range between

1 and 150. The number of QoS and temporal constraints at the business level is �xed

to 2 and 3, respectively. The structure of the business process as well as constraints at

the business level (i.e., QoS and temporal constraints) are generated randomly for each

test case. Di�erent test cases have been studied and solved several times and results

are averaged over several runs. In these experiments, all QoS attributes are assumed to

follow an independent distribution (See Figure 3.3 in Section 3.3.2.1).

7.3.2 Evaluation of The Service Pruning Approach

We �rst evaluate the performance of the service pruning approach presented in Chapter

4 in terms of the computation time. In these experiments, we study only the perfor-

mance of the constraint-based pruning approach. The computation time includes the

time required to compute local QoS and temporal thresholds and to eliminate uninter-

esting services before selecting the best combination of services (See Section 4.3). It

is worth noting that the computation time required to eliminate inadequate services is

approximately negligible compared to the computation time of the thresholds computa-

tion process and thus, it is ignored in these experiments. Hereafter, we only present the

time required to compute local thresholds.

Since local QoS and temporal thresholds (i.e., the minimum start and the maximum

�nish time) of each task can be computed independently from each other, all thresholds

can be computed in parallel in order to reduce the computation time. This latter can

be measured by the maximum time value to compute all thresholds. We note that the

computation time does not change when the number of services changes. This is an

obvious result since the computation of the local thresholds does not depend on the

number of candidate services per task. In fact, it only depends on the domains of their

QoS and temporal values (i.e., minimum and maximum values of each attribute), which

can be identi�ed at design time. Furthermore, the computation time does not depend

2http://www.emn.fr/z-info/choco-solver/
3http://www.uoguelph.ca/ � qmahmoud/qws/
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on the number of global constraints. This is due to the fact that local thresholds are

computed in parallel for all QoS attributes. Hence, the pruning time depends only on

the values of global constraints and the number of abstract tasks.

� Performance vs the values of global constraints and the number of abstract tasks

In Figure 7.5, we present the computation time of the pruning process in response to

the values of global constraints and the number of abstract tasks. For each case, we

present the average time required to compute QoS and temporal thresholds and the

computation time of the pruning process (i.e., the maximum time required to measure

all thresholds).

Figure 7.5: Evaluation of the computation time of the pruning process

First, in Figure 7.5(a), the values of global constraints vary from 60 to 100 and the

number of abstract tasks is �xed to 5. The computation time increases when the values

of global constraints increase. This is explained by the fact that the number of possible

values of local thresholds becomes higher. Second, Figure 7.5(b) presents the computa-

tion time when the number of business tasks varies from 5 to 10. The number of global

constraints is equal to 5 and their values vary from 80 to 120. Results indicate that the

computation time increases very slowly when the number of tasks increases because the

number of decision variables increases as well in this case.

� Discussion

Results displayed in Figure 7.5 show that in all cases the time required to compute local

thresholds is dominated by the computation of local temporal thresholds. This is due

to the fact that the number of decision variables is larger than that used to compute

QoS thresholds. Experiments show that in both cases, the time required to compute

local thresholds is very small (28 ms in the worst case) while dealing with large domains

for all variables. This allows our approach to be used in large problems where QoS and
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temporal values may be set in very large intervals with a negligible overhead that does

not a�ect the e�ciency of the selection process.

7.3.3 Evaluation of The Exact Service Selection Approach

In what follows, we evaluate the computation time of the optimal service selection ap-

proach presented in Section 5.2 with respect to the number of services, global constraints

and abstract business tasks in two cases:with pruning and without pruning. We note

that in the �rst case (i.e., with pruning), the considered computation time is equal to

the sum of the computation time of both the pruning and the selection steps.

� Performance vs the number of services

Figure 7.6: Evaluation of the computation time of the exact selection approach with
respect to the number of candidate services per task

First, experiments were conducted in relation to the number of candidate service in-

stances per task that varies from 200 to 800 with 5 business tasks and 5 global con-

straints. The results provided in Figure 7.6 indicate that applying the pruning process

signi�cantly outperforms the basic algorithm. Although the computation time of the

basic algorithm is close to the time of our approach when the number of services is small

(around 200 service instances), the computation time of our approach increases very

slowly as compared to the basic one by increasing the number of candidate services per

task.

� Performance vs the number of global constraints

Figure 7.7(a) shows the computation time of the selection algorithms when the number

of global constraints varies between 5 and 10 and the number of tasks is �xed to 5 with

200 candidate service instances for each task. As before, while the computation time

of the basic algorithm signi�cantly increases due to the fact of the growing number of
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Figure 7.7: Evaluation of the computation time of the exact selection approach with
respect to the number of global constraints and business tasks

optimal instances that should be compared, the time of our algorithm increases very

slowly and leads to better performance even when the number of constraints increases.

This is an expected behavior since by considering several global constraints, the number

of feasible solutions decreases. Hence, more services are likely to violate one or more

constraints and thus, they can be pruned prior to the selection process.

� Performance vs the number of abstract tasks

To further evaluate the performance of our pruning approach, Figure 7.7(b) depicts

experimental results based on the computation time with respect to the number of

business tasks. The number of candidate service instances for each task is �xed to 200

and the number of global constraints is �xed to 5. Business tasks depend on each other

with several complex structures including di�erent composition patterns. Again, results

are the same as previously and the optimal solution can be found rather fast when

applying our pruning approach.

� Discussion

In all the test cases, the results show a considerable gain in performance of the selection

process when applying the pruning approach, which scales better than the traditionally

selection algorithm where all candidate services are considered. The performance of our

approach is signi�cant particularly in the context of complex selection problems where

the number of candidate services, tasks and constraints can be large.

7.3.4 Evaluation of The Approximate Service Selection Approach

In this section, we evaluate the performance of the heuristic based service selection

approach, presented in Section 5.3, by studying its time complexity and analyzing ex-

perimental results based on simulation studies.
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7.3.4.1 Complexity Evaluation

The size of the selection problem is de�ned by three main factors: the number of abstract

business tasksn, the number of candidate service instances per taskc and the number

of global constraints m. The performance of the heuristic service selection approach is

a�ected by the time complexity of the di�erent steps.

- Service clustering: This phase includes the speci�cation of the centroids and the clas-

si�cation of services. First, for each task, the number of QoS levels for each quality

attribute is K . Hence, the complexity of the �rst step is O(n � K � m) with K is the

number of centroids. Since the classi�cation of services can be done in parallel for all

tasks, the complexity of this step is O(c � K � m � it ) with it is the number of itera-

tions of the clustering step. Hence, the complexity of the service clustering phase is

O(n � K � m + c � K � m � it ).

- Local QoS constraints speci�cation: The number of decision variables of the constraint

optimization model to �nd the best local QoS constraints (i.e., the best centroids) is

n � K . Consequently, the complexity of this phase isO(2n� K ).

- Deadline decomposition: This step relies on the use of four variables (earliest start,

earliest �nish, latest start, and latest �nish time) and it can be applied in parallel for

all tasks. The complexity of this step is O(4 � no) with no is the operation number of

the equation resolution.

- Local selection: The best service for each task can be selected locally with a complexity

of O(c).

Based on the above analysis, the overall complexity of our approach is:O(n � K � m +

c � K � m � it + 2 n� K + 4 � no + c) = O(2n� K ). Therefore, the time complexity of the

proposed approach is dominated by the local QoS constraints speci�cation phase whose

complexity does not depend on the number of candidate services, which enhances its

scalability. Let us now compare our approach with existing approaches [16, 66, 67, 72]. If

K < h with h is the number of promising services per task in [72], our approach achieves

better performance than the existing work, which does not deal with time-dependent

QoS and temporal constraints. Furthermore, if K << m � d with d is the number of QoS

levels in [16] andK << c , we can ensure that the size of our model is much smaller than

those of the models proposed in [16], [67], [66] even though these approaches consider

only static QoS values.
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7.3.4.2 Experimental Results

To evaluate the e�ectiveness of the heuristic selection approach, we study its performance

in terms of the computation time, the optimality and the success rate with respect to

the number of centroids. We compare the results of the di�erent tests in two cases:

heuristic approach without pruning (HWO) and heuristic approach with pruning (HW).

� Performance in terms of the computation time

First, we analyze the computation time of the di�erent test cases with respect to the

number of candidate services per task and the number of abstract business tasks (Figure

7.8).

Figure 7.8: Evaluation of the computation time of the approximate selection approach

Figure 7.8(a) shows the computation time of the di�erent approaches. The number of

business tasks and global constraints is �xed to 5 and 4, respectively. The number of

centroids varies between 3 and 7. The number of clustering iterations is �xed to 3.

The results indicate that the computation time of the heuristic approach is very small

comparing to the optimal approach with and without pruning presented in Figure 7.6(a).

In addition, the computation time is smaller when applying our pruning techniques

before the selection process in most cases. This is explained by the fact that the number

of services is reduced when applying our pruning approach. Moreover, the domains

of the QoS values of the centroids are more smaller due to the consideration of local

thresholds. Hence, a near-to-optimal solution can be found more quickly. As depicted

in Figure 7.8(a), we can observe also that the computation time of the heuristic approach

without pruning is a little bit better than the time of the heuristic approach with pruning

when the number of centroids increases. This is due to the fact that in this latter, the

combinations of centroids that should be compared are more relevant and thus, more

computation time is required to compare all possible combinations. Experiments also

show that although the computation time increases exponentially when the number of

services rises in the exact approaches, it is relatively stable in our heuristic approach.
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However, the computation time increases slowly when the number of centroids increases.

This is obvious since the time of the local QoS constraints speci�cation phase does

not depend on the number of services per task but mainly depends on the number of

centroids.

Figure 7.8(b) shows the computation time of the selection approaches when the number

of tasks varies between 5 and 10 and the number of global constraints is �xed to 4 with

200 candidate services for each task. Again, experiments show that our heuristic ap-

proach outperforms the exact approaches. In fact, the computation time of our approach

increases slowly along with the number of tasks especially when the number of centroids

is very small.

� Performance in terms of the optimality

In addition to the computation time, we evaluate the e�ciency of the heuristic selection

approach in terms of its optimality with respect to the number of services and abstract

tasks (Figure 7.9). The optimality evaluates the quality of the solution obtained by the

di�erent selection approaches. It is computed by comparing the overall utility value of

the solution found by each selection approach (Usel) (See equation 3.5) to the utility

value of the optimal solution obtained by the optimal selection approach (Uopt) i.e.,:

optimality = Usel=Uopt

Figure 7.9: Evaluation of the optimality of the approximate selection approach

Figure 7.9(a) shows that by increasing the number of centroids, the optimality of the se-

lected solution increases as well. However, if the number of centroids increases more than

necessary, the optimality does not change in most cases and can decrease in some cases.

This is due to the fact that when the number of centroids is higher than necessary, the

classi�cation of services is no more e�cient since candidate services will be distributed

in a very large set of QoS levels, which may a�ect the utility values of the selected
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centroids. Moreover, the optimality of the heuristic approach with pruning is better

than that of the approach without pruning. This is due to the fact that the computed

centroids are more accurate after the pruning process. Additionally, Figure 7.9(b) also

shows that our approach can produce a satisfactory optimality (i.e., more than 96 %) in

most cases. Again, applying our pruning techniques before the selection process allows

reaching better results since the selection algorithm is applied on the set of the most

signi�cant services. Moreover, in contrast to the selection approach without pruning,

which can reach a reasonable optimality when increasing the number of centroids, the

heuristic approach with pruning can obtain better optimality even when the number of

centroids is very small. This is because when considering all candidate services, several

inadequate instances can a�ect the values and the utilities of the centroids.

� Performance in terms of the success rate

Figure 7.10: Evaluation of the success rate of the approximate selection approach

The success rate presents the percentage of scenarios where a feasible solution is found

compared to the total number of scenarios where a solution exists:

success= Nbsucc� scen=Nbtotal � scen

The results displayed in Figure 7.10 indicate that the success rate of the heuristic ap-

proach increases along with the number of candidate services per task. Figure 7.10 also

shows that the heuristic approach after the pruning phase achieves better success rate

than the heuristic approach that does not consider preselected candidate services. The

reason of this behavior is that the pruning process allows eliminating uninteresting ser-

vices and consider only the most important ones. Hence, selected centroids are more

relevant and thus, it is more likely to �nd a feasible solution.

� Discussion
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We can conclude that in all test cases, our heuristic approach can achieve a satisfactory

optimality with a very small computation time. However, there is a signi�cant trade-o�

between the number of the centroids and the computation time, the optimality and the

success rate of the proposed approach. In fact, when the number of centroids increases,

the computation time of the selection process increases and the optimality and the

success rate increase as well and inversely. Hence, the choice of the number of centroids

is of great importance. It should not be very high to reduce the computation time

and �nd an e�cient classi�cation of services. Additionally, it should not be very small

so that we can �nd the most adequate centroids and thus, a close-to-optimal solution.

Results also show the advantage of the pruning process before the selection phase. In

fact, although the pruning step can increase the computation time, this latter is still

very negligible as compared to the time of the selection approach without pruning. This

is mainly due to the fact that local thresholds of the pruning process can be computed in

parallel for all tasks and for each QoS attribute in contrast to the local QoS constraints

that can not be computed in parallel and that requires more computation time when

no pruning techniques are applied. Thus, the pruning process allows: (i) reducing the

computation time of the selection process and (ii) achieving more accurate results with

a very small number of centroids.

7.3.5 Evaluation of The Dynamic Service Selection Approach

In this section, we report the evaluation results of our dynamic service selection approach

presented in Chapter 6. First, we analyze the time complexity of the selection algorithms.

Then, we present the analysis of experimental results focusing on the e�ciency in terms

of the computation time, the optimality and the success rate.

7.3.5.1 Complexity Evaluation

The size of the dynamic selection problem is de�ned by two main factors: the number of

abstract tasks considered in the dynamic selection phase and the number of candidate

services considered for each abstract task. When a change or a violation occurs without

a�ecting the satisfaction of global constraints (i.e., when the actionsAction 1 and Action 2

are applied (See Section 6.3.3.2)), the enhancement process is usually performed in

parallel to the execution of the services and thus, it does not a�ect the complexity of

the proposed approach. In addition, the complexity of the action Action 4 is equal to

O(s) with s is the number of pertinent services per task. Hence, in this subsection, we

analyze the complexity of the local and the region based service selection approaches

presented in Section 6.3.4 (i.e.,Action 3).
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- Local service selection: the time complexity of the local selection phase depends on the

complexity of the following three steps: (i) computing local thresholds, (ii) updating the

set of pertinent services and (iii) locally selecting new services. The computation of local

thresholds is independent of the number of services per tasks and the number of business

tasks since QoS and temporal thresholds for all tasks can be computed in parallel. Thus,

the complexity of this step is O(no) with no denotes the operation number of equation

resolution of the proposed models (from (6.1) to (6.10)). (ii) The updating of the set

of pertinent services can be done in parallel for all non-executed tasks. It consists on

browsing the set of pertinent services of each task, selecting and computing the scores of

those that satisfy the new thresholds, which has a complexity ofO(s) and the ranking of

the new set of pertinent services, which has a complexity ofO(np) in the best case and

O(np � log(np)) in the worst case with np is the number of the new pertinent services.

(iii) The local selection of the best services has a complexity ofO(1) in the best case (i.e.,

the �rst non-executed task has a non empty set of services) and a complexity ofO(e)

in the worst case (i.e., only the last non-executed task has a non empty set of services)

with e denotes the number of non-executed tasks (i.e.,e = j Ane j). Thus, the complexity

of the local selection phase is equal toO(no + s + np � log(np) + e) = O(np � log(np)) in

the worst case.

- Region based service selection: the complexity of this step is equal to O(2r � s) with r is

the number of tasks in the selection regionR. More speci�cally, it is equal to O(22� s) in

the best case (i.e., in the case where a solution to the selection problem is found when

only two non-executed tasks are included inR) and is equal to O(2e� s) in the worst case

(i.e., all non-executed tasks are included inR).

In conclusion, the complexity of our approach is equal toO(np� log(np)) in the worst case

when a solution is found based on local selection and is equal toO(2e� s) in the worst case

when a solution is found using the region based selection approach. Consequently, our

approach achieves better performance than existing dynamic service selection approaches

[67, 101] that re-select services from scratch each time a violation is observed and thus,

they have a complexity ofO(2e� c) in all cases with c denotes the number of all candidate

services per task.

7.3.5.2 Experimental Results

To evaluate the e�ectiveness of our approach, we study its performance in terms of the

computation time, the optimality and the success rate. We compare our approach that

enhances the selected solution progressively during execution with the global dynamic

selection approach (global approach for short) in which changes are considered only when
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global constraints are violated and a selection from scratch for all non-executed tasks is

applied [67]. Here, we suppose that the time required to identify the category of change

is very negligible compared to the selection time and thus, it is ignored. Experiments

were conducted using a complex business process composed of 10 abstract tasks. The

structure of the process is generated randomly. The number of candidate services and

QoS constraints is �xed to 500 and 5, respectively.

� Performance of the dynamic selection process in response to a violation in a se-

lected service

First, we compare the computation time (i.e., the time required to �nd a solution) of

the two approaches in response to a deletion or a violation of a selected but not yet

executed service (Figure 7.11(a)) and a deletion or a violation of a service currently in

execution (Figure 7.11(b)). In these two cases, we suppose that the violation exceeds the

maximum thresholds and thus, a re-selection is mandatory to guarantee the satisfaction

of global constraints.

In Figure 7.11(a), we assume that the violation or the deletion of the selected service

occurs after two tasks from the one being executed (e.g., while executing the �rst task,

the violation occurs on the third task). Experiments reveal that our approach outper-

forms the basic approach in all cases. In fact, the computation time of our approach is

negligible compared to that of the global approach. This is mainly due to the fact that in

our approach, a solution can be found by simply replacing the failed service by the �rst

pertinent service. However, the global approach delays the reaction to changes until the

execution of the failed service. Experiments also show that the global approach takes

more time when the change is observed at an early stage of the execution due to fact

that there are several non-executed services and thus, more possible combinations have

to be compared. We note that whereas, the interruption time (i.e., the time in which

the execution is stopped to �nd a feasible solution) is equal to the computation time

for the global approach (since this latter takes selection actions only after executing the

failed service), our approach does not cause the interruption of the execution since the

selection actions are taken as soon as the change occurs in parallel to the execution.

In Figure 7.11(b), the change can not be observed before the execution of the erroneous

service and thus, the interruption of execution is required. In such a case, the compu-

tation time is equal to the interruption time for both approaches. Again, our approach

has a very small interruption time even when the change occurs at earlier stages. In

fact, in some cases, our approach can �nd a solution based on local selection. Moreover,

selecting services only for a speci�c region while considering a set of pertinent services

for each task allows enhancing the performance of our approach since it decreases the
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number of possible combinations that have to be compared. The computation time of

both approaches decreases when the position of the executed task get closer to the end

of the process. This is due to the fact that the number of tasks that are considered in

the selection process becomes smaller and the number of possible solutions decreases.

Figure 7.11: Evaluation of the computation time of the dynamic selection approach
in response to a service violation

To evaluate the gain of utility of our approach, we compare its optimality with that of

the global approach (Figures 7.12(a) and 7.12(b)) considering both cases as previously

(i.e., a deletion or a violation of a selected but not yet executed service and a deletion

or a violation of a service currently in execution). The optimality of each approach is

computed by dividing the utility value of the obtained solution after changes by the

utility value of the primary combination of services. As can be seen in Figure 7.12(a),

our approach reaches better optimality in all cases since it relies on early reaction to

changes. Results also show that although the optimality of the global approach decreases

by increasing the change position, the optimality of our approach is almost stable. Figure

7.12(b) indicates that in the case where the erroneous behavior is observed in the service

currently in execution, our approach can produce a satisfactory optimality. Here, the

global approach has better optimality since it considers all possible combinations of

services in contrast to our approach that can �nd a solution by local selection.

Figure 7.12: Evaluation of the optimality of the dynamic selection approach in re-
sponse to a service violation
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Figure 7.13: Evaluation of the success rate of the dynamic selection approach in
response to a service violation

To further illustrate the performance of our approach, we compare the success rate

achieved by the di�erent test cases (Figure 7.13).

Figure 7.13 indicates that our approach has better success rate since it reacts to changes

as soon as they occur, which increases the likelihood to �nd a solution. Whereas, when

using the global approach, it might be the case where no solution is found after a global

violation. This is due to the fact of delaying the reaction to changes after the execution

of the failed service. We note that if the erroneous behavior occurs in the executed

service, the two approaches have the same success rate since our approach acts as the

global approach in the worst case.

� Performance of the enhancement process in response to a random change

To further evaluate the e�ciency of our approach, we study its performance in response

to the number of changes, which are added randomly at run-time for tasks that are

currently in execution or not yet executed. These changes include the addition, the

modi�cation and the deletion of non-selected candidate services as well as violations in

the selected services. All violations in selected services are assumed to be less than the

maximum thresholds. The positions of changes and violations are generated randomly

in all cases.

First, Figure 7.14 depicts the performance of our approach in terms of the computation

time required to consider the di�erent violations and changes and in terms of the inter-

ruption time. The computation time includes the time required to deal with all changes.

Figure 7.14(a) shows that although the computation time of the global approach is al-

most negligible when the number of changes is very small, it increases by increasing the

number of changes. In contrast, the computation time of our approach (i.e., the time

required to enhance the solution) is very small in most cases. This is explained by the

fact that the global approach usually does not react to changes if the global constraints
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are not violated. If a global violation occurs, the execution is interrupted until a solution

is found and usually a re-selection for all the non-executed portion of the business pro-

cess is required, which can be time consuming. However, our approach takes adaptation

actions and enhances the selected solution during execution as soon as a change occurs

even before the occurrence of a global violation. Figure 7.14(b) indicates that the inter-

ruption time is basically equal to 0 using our approach since the enhancement process is

done in parallel to the execution of services without the need to interrupt the execution.

In contrast, since the global approach delays the treatment of the di�erent changes and

violations until a global violation occurs, it requires to interrupt the execution until a

solution is found.

Figure 7.14: Evaluation of the computation time of the dynamic selection approach
in response to environment changes

Second, we study the optimality and the success rate of our approach compared to

those of the global approach according to the number of changes. The optimality of

each approach is computed by dividing the utility value of the obtained solution after

changes by the utility value of the primary combination of services. Figure 7.15(a)

shows that although the optimality of the global approach decreases by increasing the

number of changes and violations, the optimality of our approach is almost stable in most

cases. This is mainly due to the fact that our approach allows enhancing the selected

solution and taking re-selection actions during execution before executing the failed

service. Moreover, in contrast to the global approach, our approach considers not only

the non-executed successors of the failed service but also its non-executed predecessors,

which allows obtaining better solutions. Figure 7.15(b) indicates that our approach has

better success rate since it proactively reacts to changes, which increases the likelihood

to �nd a solution. Whereas, when using the global approach, it might be the case where

no solution is found after a global violation.
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Figure 7.15: Evaluation of the optimality and the success rate of the dynamic selection
approach in response to environment changes

� Discussion

The results show that our approach achieves quick and e�cient selection in response to

environment changes and service failures and violations. In fact, it can �nd a close-to-

optimal solution in dynamic and uncertain environments with a small overhead. Our

approach has better performance than the global approach since it allows enhancing the

selected solution and taking preventive actions before a violation of global constraints

may occur. In addition, when global constraints are violated or a service currently in

execution is no more available, our local and region based service selection approaches

have better performance than that of the global selection approach. Moreover, our

approach can �nd a solution in most cases with a very small computation time and

a satisfactory optimality. This is due to the fact that the local selection approach

involves only the re-selection of one service as opposed to the global selection approach

that requires the re-selection of all non-executed services in order to select the optimal

solution. Moreover, the global approach can not �nd a feasible solution in some cases,

which is mainly due to the accumulation of several violations.

7.4 Conclusion

In this chapter, we have demonstrated the usefulness of the proposed approach through

experimental results. We have studied the performance of all contributions from ana-

lytical and empirical points of view. Experiments are performed based on several test

cases to evaluate the proposed contributions in response to the number of business tasks,

constraints and candidate services per task. The performance of our algorithms are eval-

uated based on the required computation time, the optimality and the success rate. The

evaluation results demonstrate the e�ectiveness of the proposed approach compared to
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existing approaches while still dealing with both small and large selection problems and

considering QoS and temporal properties.
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In service oriented systems, the development of complex applications relies on the compo-

sition of elementary services. Usually, besides functional requirements, the composition

must ful�ll also non functional requirements, namely QoS and temporal constraints. In

real-world scenarios, QoS o�ers may not be static and can change over time. Moreover,

several dependencies may exist between involved services namely structural and tempo-

ral dependencies. On the other side, services can evolve in highly dynamic environments,

which might cause QoS values 
uctuations during the execution.

Selecting the adequate combination (composition) of services and ensuring that the se-

lected solution remains satisfactory during execution in response to QoS 
uctuations and

environment changes while considering temporal properties represents a major challenge

in service oriented systems and, despite several researches, still not adequately treated.

Towards addressing these challenges, this thesis has provided several novel contributions.

These contributions are summarized in Section 8.1, followed by a list of possible short

and long term future extensions of our research work in Section 8.2.

123
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8.1 Contributions and Research Summary

In this section, we summarize the di�erent contributions of our research work. Our

thesis has four main contributions:

- Speci�cation of a constraint-based service selection model

- A dominance and constraint-based service pruning approach

- Exact and approximate service selection approaches at design time

- A proactive dynamic service selection approach at run-time

8.1.1 Speci�cation of a constraint-based service selection model

In this thesis, we have proposed a rich constraint model which caters for several con-

straints and dependencies that may be de�ned at the business level namely structural,

QoS and temporal constraints. Four main structural patterns have been considered:

sequence, parallel, choice and loop. Based on these patterns, we have proposed a de-

tailed presentation of the aggregation function while handling several categories of QoS

attributes.

In contrast to existing work, our model allows for specifying not only global QoS con-

straints but also intra and inter-task QoS and temporal constraints at the business level

to get control over the execution of the process and to cater for temporal dependencies

between services. Moreover, despite their impact on the quality of the delivered services,

time-dependent QoS have been ignored by most of the service selection approaches. To

deal with this limitation, we have provided a presentation of timed service instances,

which may deliver di�erent QoS values with respect to time. These instances have been

considered in the di�erent steps of our approach.

8.1.2 A dominance and constraint-based service pruning approach

Selecting the adequate solution while achieving time e�ciency and guaranteeing a satis-

factory optimality is of great importance especially in heavily constrained service selec-

tion problems. To ensure the time e�ciency of the selection process, we have presented

dominance and constraint-based service pruning techniques. The proposed techniques

aim to reduce the number of candidate services prior to the selection process based

on both QoS and temporal properties while maintaining the optimal solution. A set

of constraint optimization models have been proposed to compute the di�erent local
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QoS and temporal thresholds required to remove inadequate services. The proposed

models are generalized to accommodate challenging problems where several constraints

and dependencies are identi�ed between services. The computation of local thresholds

is independent from one task to another and can be applied in parallel for all QoS at-

tributes to increase the e�ciency of the pruning phase. Through the pruning process,

improvement techniques have been provided to enhance the service selection problem in

case there is no feasible solution.

The proposed service pruning approach di�ers from existing ones by the fact that it does

not pre-select relevant services based on only QoS values but also based on temporal

properties while considering several dependencies between services and this, without

removing the optimal solution. Moreover, our pruning strategies enable identifying the

source of failure in case there is no solution to the selection problem so that improvement

strategies can be carried out to �nd a feasible solution. Additionally, the pruning process

allows enhancing the performance of the service selection process with a very small

overhead since the set of local thresholds can be computed in parallel and only a set of

the most accurate services is considered during the selection phase.

8.1.3 Exact and approximate service selection approaches at design

time

In this thesis, we have proposed exact and approximate service selection approaches. The

exact approach is adequate in small selection problems to select the optimal solution

(i.e., the best combination of services). The approximate approach is suitable for large

selection problems to select a close-to-optimal solution.

To avoid greedy decomposition of global constraints and consider correlations between

the values of each candidate service, we have adopted clustering techniques to identify

a set of clusters for each abstract task. The most relevant centroids are then selected

(one centroid for each task) such that all constraints are satis�ed. The quality values

of the selected centroids will be further considered as local QoS constraints. Moreover,

in contrast to existing approaches that handle static QoS values, in addition to the

global QoS decomposition, we have proposed a decomposition technique to identify

local temporal constraints that have to be ful�lled during local selection. The proposed

heuristic approach allows for reaching a satisfactory optimality in most cases with a very

small computation time.
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8.1.4 A proactive dynamic service selection approach at run-time

To deal with uncertainties and dynamism of service oriented systems, appropriate adap-

tation actions have to be taken in response to possible violations and environment

changes. Most of existing approaches consider only violations in the selected services

and do not cater for changes that might occur on the environment during service exe-

cution. In this thesis, we have proposed a dynamic service selection approach to adapt

the selected combination of services at run-time in order to support the development of

reliable business processes.

Di�erent from existing approaches that take recovery actions only for corrective pur-

poses, our dynamic selection approach allows handling several changes and enhancing

the selected solution during execution in response to the values of the already executed

services and the current state of the environment while handling QoS and temporal

properties. The main advantages of our approach can be summarized as follows:

� Classi�cation of changes and re-selection thresholds

To avoid unnecessary re-selection, we have identi�ed intermediary thresholds for

each abstract task. Moreover, a set of maximum thresholds that must not be ex-

ceeded during execution has been identi�ed so that if at least one of these thresh-

olds is exceeded, re-selection actions have to be taken. To de�ne the importance

of each change during execution, we have provided a classi�cation of the di�erent

changes. Thus, according to the type of the change, actions are triggered either in

parallel to the execution or an interruption of the execution of services is required.

� Limited set of candidate services

A set of pertinent services is identi�ed for each task to speed up the re-selection

of services during execution. Pertinent services selected for each abstract task are

identi�ed such that all constraints are veri�ed and they are ranked according to

their distance to the maximum execution thresholds. This allows a reliable ser-

vice re-selection during execution that guarantees the ful�llment of all constraints.

Unlike existing approaches that consider static set of backup solutions, in our

approach, we have proposed to update the set of pertinent services according to

the new information in the selected solution without interrupting the execution of

services.

� Limited set of abstract tasks

To enhance the e�ciency of the proposed approach, �rst, a local selection is applied

to substitute the failed service by simply selecting the �rst ranked pertinent service.
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If no solution is found, we identify a re-selection region to avoid re-selecting services

for all non-executed tasks.

� Re-selection in parallel to execution

In our approach, adaptation actions are triggered as soon as a change occurs in

order to minimize the execution interruption and prevent possible violations due

to the accumulation of several violations. Moreover, if the adaptation actions

triggered in response to the di�erent changes and violations are not completed

before the complete execution of the service currently in execution, they will be

continued in parallel to the execution of the next service. This allows maximizing

the likelihood of �nding a feasible solution while guaranteeing a good optimality

of the selected solution since re-selection actions are triggered before reaching the

erroneous service where no solution can be found or the solution would be of lower

quality.

8.2 Future Directions

Besides the aforementioned contributions, several perspectives are still to be investigated

towards improving and extending our work. In what follows, we list short and long-

term perspectives to present potential enhancements of our work and future research

directions in service composition selection.

8.2.1 Short-term Perspectives

In order to improve the proposed approach, �ve short-term perspectives can be investi-

gated:

� Implementing the dominance-based pruning

In this thesis, the dominance-based pruning phase presented in Section 4.2 was not

implemented. As a �rst step towards enhancing the proposed work, we plan to

implement this phase to further enhance the performance of the pruning process.

To do so, multi-objective optimization algorithms can be applied to identify all

non-dominated candidate service instances for each abstract task (e.g., SPEA [45],

NSGA [47], PAES [49]).

� Considering di�erent distributions and patterns of QoS values

In this thesis, all experiments were conducted assuming an independent distri-

bution of quality values for the di�erent candidate service instances. The third
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perspective consists in studying the performance of the di�erent contributions of

our work through experimental studies while taking into account di�erent distri-

butions and patterns of QoS values (See Section 3.3.2).

� Considering real-data

In this thesis, all experiments were conducted on simulation studies and randomly-

generated data. Although these experiments have demonstrated the e�ectiveness

of the di�erent proposed contributions and algorithms, it is important to support

the obtained results by demonstrating the usefulness of the di�erent contributions

in practical scenarios through real-data.

� Developing the improvement process

In section 4.4, we have presented pruning-based improvement process to try to �nd

a solution when the selection process cannot be ful�lled. The second short-term

perspective is the development and the validation of this improvement process.

This can be achieved by adopting appropriate negotiation strategies guided by our

improvement techniques.

� Prioritizing changes and violations

Finally, we are interested in extending our dynamic service selection approach to

handle the case where multiple changes might occur at the same time and multiple

solutions, which can be con
icting, can be found. In this case, we shall propose to

classify the di�erent changes and violations according to their importance during

execution.

8.2.2 Long-term Perspectives

In what follows, we list a number of possible long-term perspectives that we believe are

interesting to our work.

� Inter-service correlations

In our work, we have concentrated on structural and inter-task temporal dependen-

cies between services and we suppose that services are independent with respect

to quality attributes. However, further correlations can also be considered in the

selection problem. In fact, services may behave di�erently in di�erent composition

scenarios with respect to quality attributes [119, 139{141]. This can be due to

for example business correlations among competitive enterprises. For example, a

service provider might o�er discount policies if a service of another provider is se-

lected to implement one task in the same service composition. Thus, quality values
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of a service may depend on the other services selected in the composition. Inter-

service QoS dependencies is a very interesting feature that have to be considered

in service selection problems.

Another category of correlations among services is the compatibility correlation,

which indicates whether two or more services can be selected in the same compo-

sition [139, 142]. QoS and compatibility dependencies awareness raises additional

challenges to the service selection problems. Tackling with such dependencies in

the di�erent steps of our approach combined with structural and temporal depen-

dencies is a very interesting future direction of our research work.

� Granularity heterogeneity

In our work, we assume that the composite service is modeled using a business

process with elementary activities. That means, for each activity, we try to select

a concrete service. This assumption may prevent the discovery and the selection of

pertinent services that do not meet abstract tasks identi�ed in the business process.

For example, a provider that o�ers manufacturing and assembling facilities as one

service (i.e., it must perform the two functionalities together and not only one)

can not be selected if these two tasks are modeled separately in the composition.

Similarly, if these two services are modeled as one abstract task in the composition,

individual manufacturing and assembling services will be neglected.

Thus, a coarse-grained service can better implement two abstract tasks by combin-

ing their functionalities rather than two individual �ner-grained candidate services

and inversely [17, 70, 143]. Addressing services available at di�erent granularity

levels when pruning and selecting services is a target area for future work.

� Behavioral adaptation

The improvement techniques proposed in this thesis, in case no solution can be

found after the pruning process (See Section 4.2) are mainly concentrated in the

improvements required by users and service providers. However, in some cases, to

further relax the selection problem, improvements and adaptations can be made

at the business level (e.g., by modifying some intra or inter-task constraints or

by adapting the structure of the business process). Moreover, in our work, we

assume that the structure of the service composition is �xed at design time and

that during execution, only dynamic service selection is considered in case of vio-

lations or environment changes. Behavioral adaptation can be another alternative

to face deviations at run-time. In case of failure, the execution of the composition

of services according to another alternative behavior can be considered [99, 104].



Chapter 8. Conclusions and Future Work 130

Alternative behaviors can be obtained by changing the structure of the composi-

tion. Thus, an adaptive system that is capable to modify the process structures

on the 
y is another important future direction of our work.



Appendix A

Proofs of Theorems and Lemmas

A.1 Proof of Theorem 4.1

Proof. Consider a service combinationCS0 that is derived from a service combination

CS = f s1; :::; si ; :::; sng that satis�es all constraints by substituting si by sj with sj

is better than si for at least one attribute and it is better or equal to si for all other

attributes.

� Suppose thatsj is better than si in one QoS attribute and it is better or equal in

other parameters. Thus, since QoS aggregation functions are monotone, a better

value in one QoS produces a better aggregated value (and thus, a better utility

value) and maintains the satisfaction of all structural and QoS constraints. In

addition, since sj is better or equal to si in its temporal properties, all temporal

constraints are ful�lled. In fact, a constraint that is satis�ed by a time interval T1,

will be satis�ed by a larger time interval T2.

� Suppose now that sj is better than si in its time interval and has the same or

better QoS values than si . In this case, a combination CS0 that has the same

services thanCS while substituting si by sj , has the same or a better utility value

and satis�es all temporal constraints since a combination derived from a larger

time interval ful�lls all constraints as a combination derived from a smaller time

interval.

131
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A.2 Proof of Lemma 4.1

Proof. Suppose that after the dominance pruning process there is a servicesi in a service

classSi that belongs to the optimal solution CS� but it does not belong to the set of

skyline services. Thus, according to the dominance de�nition presented previously, there

is another servicesj 2 Si that dominates si (i.e., sj is better than or equal to si in all

QoS and temporal parameters and is strictly better in at least one parameter). Suppose

that sj is better than si in one QoS or temporal parameter and it is better or equal tosi

in other attributes, thus, if we consider a service combinationCS0 that is derived from

CS� by substituting si by sj , this combination also satis�es business constraints and

has a better or the same utility value according to Theorem 4.1. Consequently,CS0 is

better than CS� and thus, it should be selected as the optimal solution, which implies

a contradiction.

A.3 Proof of Lemma 4.2

Proof. We prove Lemma 4.2 by reduction to absurdity. Assume that there exists an

optimal solution CS� = f s1; :::; si ; :::; sng that has the best utility value and satis�es all

the constraints but has not been selected. Thus,CS� has at least one servicesi 2 S i

that is eliminated after the constraint-based pruning process. Hence, the servicesi is

pruned either because of its QoS attributes or its time interval.

� First, suppose that the servicesi is pruned due to its QoS attributes, i.e., there is

at least one QoS parameterqy 2 QS s.t., Q(si ; qy) > Q LT (A i ; qy). Sincesi 2 CS� ,

(1) the aggregation of the quality value of this service for the attribute qy (i.e.,

Q(si ; qy)) with the quality values of the other services in CS� satis�es the global

QoS constraint Q(qy) and (2) all intra and inter-task constraints are satis�ed.

These two conditions are respected if we consider the combination of services

composed of the servicesi and the services that have the minimum quality values

for the attribute qy of all the remaining tasks according to Theorem 4.1. Hence,

si has a better quality value than the local QoS thresholdQLT (A i ; qy) and the

aggregation of its QoS value with all the minimum QoS values of the other tasks

satis�es the global constraint Q(qy) such that all business constraints are ful�lled.

Consequently, Q(si ; qy) has to be selected as the local threshold of the taskA i

for the quality attribute qy so, Q(si ; qy) � QLT (A i ; qy), which is a contradictory

result.

� Suppose now that the servicesi is pruned based on its time interval so either of

the following two cases is satis�ed:
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{ [tmin
Sijk

; tmax
Sijk

] \ [esti ; lf t i ] = ; . Let's start by the �rst case (i.e., tmin
Sijk

> lf t i ).

Given that si is a candidate service in the optimal solution, (1) the aggregation

of its values with the values of the remaining services of the combination

satis�es the global execution duration constraint and (2) all intra and inter-

task temporal constraints are ful�lled. From Theorem 4.1., we can conclude

that these two conditions are also ful�lled if we select the servicesi with

other services that o�er the minimum execution duration values. Hence, the

largest time interval of the task A i should be [esti ; f t i ] with f t i 2 [tmin
Sijk

; tmax
Sijk

].

Thus, the latest �nish time has to be greater than f t i (i.e., lf t i � f t i ) and

so, lf t i � tmin
Sijk

, which leads to a contradiction. In the same way, we can

demonstrate the second case (i.e.,tmax
Sijk

< est i ).

{ [tmin
Sijk

; tmax
Sijk

] \ [esti ; lf t i ] = [ X; Y ] and Y � X < Q (si ; dur ). Here, three cases

arise: (a) tmin
Sijk

� esti and tmax
Sijk

� lf t i . In this case, tmax
Sijk

� tmin
Sijk

< Q (si ; dur ),

which is impossible. (b) esti � tmin
Sijk

� lf t i and tmax
Sijk

� lf t i . As previously,

we can demonstrate that in this case the largest time interval of the taskA i

should be [esti ; f t i ] with f t i � tmin
Sijk

+ Q(si ; dur ). Hence, f t i � lf t i and thus,

it should be considered as the latest �nish time for the taskA i , which is not

the case. In the same way, we can demonstrate the latest case (c)tmin
Sijk

� esti

and esti � tmax
Sijk

� lf t i .

We conclude that a service that can be part of the optimal solution can not be pruned

by our constraint-based pruning techniques.

A.4 Proof of Lemma 5.1

Proof. First, since all selected services ful�ll local QoS constraints, global QoS con-

straints will be satis�ed according to (5.21). In other hand, suppose that the selected

service of the �rst task (i.e., A i 2 A ) meets Constraint (5.36). Consequently, in the

best case (i.e., its start time is equal toestmi and it has the minimum duration value),

its �nish time is equal to ef t m
i . In the worst case, its �nish time is equal to lf t M

i ac-

cording to Constraint (5.36). Therefore, the service that will implement the successor

task (i.e., Av with A i 2 P d(Av)) can verify estmv � stv � lst M
v according to (5.28) and

(5.29). Hence, in the worst case (i.e., the duration of the selected service is equal to the

duration of the selected centroid for the task Av), this service can start in its allowed

time span and it also satis�es local temporal constraints. We note that in all cases, in-

tra and inter-task temporal constraints and the overall deadline are satis�ed since they

are considered in the deadline decomposition phase (Constraints from (5.30) to (5.33)).
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Moreover, the maximum duration values of the selected services guarantee the overall

deadline according to (5.22).
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Description of The BPMN File

The structure of the BPMN �le is as following.

< ?xml v e r s i o n=" 1 .0 " encoding="UTF � 8"?>

< b p m n 2 : d e f i n i t i o n s x m l n s : x s i=" h t t p : //www. w3 . org /2001/XMLSchema � i n s t a n c e "

xmlns:bpmn2=" h t t p : //www. omg . org / spec /BPMN/20100524/MODEL" xmlns:bpmndi=" h t t p :

//www. omg . org / spec /BPMN/20100524/DI" xmlns:dc=" h t t p : //www. omg . org / spec /DD

/20100524/DC" xmlns :d i=" h t t p : //www. omg . org / spec /DD/20100524/DI" xm lns : t c="

h t t p : // org . e c l i p s e . bpmn2 . modeler . examples . t s " i d=" D e f i n i t i o n s 1 "

targetNamespace=" h t t p : // org . e c l i p s e . bpmn2 . modeler . examples . t s " >

< bpmn2:process id=" Produc t i on Process " name=" Product ion Process " >

< bpmn2:star tEvent id=" S ta r tEven t 1 ">

< bpmn2:outgoing > tc :SequenceF low 2< / bpmn2:outgoing >

< / bpmn2:star tEvent >

< bpmn2:sequenceFlow id=" SequenceFlow 2 " sourceRef=" S ta r tEven t 1 " t a rge tRe f="

Task 1 "/ >

< bpmn2:task id=" Task 2 " name="Task 2" >

< bpmn2:incoming > tc :SequenceF low 3< /bpmn2:incoming >

< bpmn2:outgoing > tc :SequenceF low 4< / bpmn2:outgoing >

< / bpmn2:task >

< bpmn2:sequenceFlow id=" SequenceFlow 4 " sourceRef=" Task 2 " t a rge tRe f="

Para l le lGa teway 1 "/ >

< bpmn2:para l le lGateway id=" Para l le lGa teway 1 ">

< bpmn2:incoming > tc :SequenceF low 4< /bpmn2:incoming >

< bpmn2:outgoing > tc :SequenceF low 5< / bpmn2:outgoing >

< bpmn2:outgoing > tc :SequenceF low 6< / bpmn2:outgoing >

< / bpmn2:paral le lGateway >

< bpmn2:sequenceFlow id=" SequenceFlow 5 " sourceRef=" Para l le lGa teway 1 "

ta rge tRe f=" Task 3 "/ >

< bpmn2:sequenceFlow id=" SequenceFlow 6 " sourceRef=" Para l le lGa teway 1 "

ta rge tRe f=" Task 4 "/ >

< bpmn2:task id=" Task 3 " name="Task 3" >

< bpmn2:incoming > tc :SequenceF low 5< /bpmn2:incoming >

< bpmn2:outgoing > tc :SequenceF low 7< / bpmn2:outgoing >

< / bpmn2:task >

< bpmn2:sequenceFlow id=" SequenceFlow 7 " sourceRef=" Task 3 " t a rge tRe f="

Para l le lGa teway 2 "/ >

< bpmn2:task id=" Task 4 " name="Task 4" >

135
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< bpmn2:incoming > tc :SequenceF low 6< /bpmn2:incoming >

< bpmn2:outgoing > tc :SequenceF low 8< / bpmn2:outgoing >

< / bpmn2:task >

< bpmn2:sequenceFlow id=" SequenceFlow 8 " sourceRef=" Task 4 " t a rge tRe f="

Para l le lGa teway 2 "/ >

< bpmn2:para l le lGateway id=" Para l le lGa teway 2 ">

< bpmn2:incoming > tc :SequenceF low 7< /bpmn2:incoming >

< bpmn2:incoming > tc :SequenceF low 8< /bpmn2:incoming >

< bpmn2:outgoing > tc :SequenceF low 9< / bpmn2:outgoing >

< / bpmn2:paral le lGateway >

< bpmn2:sequenceFlow id=" SequenceFlow 9 " sourceRef=" Para l le lGa teway 2 "

ta rge tRe f=" Task 5 "/ >

< bpmn2:task id=" Task 5 " name="Task 5" >

< bpmn2:incoming > tc :SequenceF low 9< /bpmn2:incoming >

< bpmn2:outgoing > tc :SequenceF low 10< / bpmn2:outgoing >

< / bpmn2:task >

< bpmn2:sequenceFlow id=" SequenceFlow 10 " sourceRef=" Task 5 " t a rge tRe f=" Task 6

"/ >

< bpmn2:task id=" Task 6 " name="Task 6" >

< bpmn2:incoming > tc :SequenceF low 10< /bpmn2:incoming >

< bpmn2:outgoing > tc :SequenceF low 11< / bpmn2:outgoing >

< / bpmn2:task >

< bpmn2:sequenceFlow id=" SequenceFlow 11 " sourceRef=" Task 6 " t a rge tRe f="

EndEvent 2" / >

< bpmn2:task id=" Task 1 " name="Task 1" >

< bpmn2:incoming > tc :SequenceF low 2< /bpmn2:incoming >

< bpmn2:outgoing > tc :SequenceF low 3< / bpmn2:outgoing >

< / bpmn2:task >

< bpmn2:sequenceFlow id=" SequenceFlow 3 " sourceRef=" Task 1 " t a rge tRe f=" Task 2 "

/ >

< bpmn2:endEvent id="EndEvent 2">

< bpmn2:incoming > tc :SequenceF low 11< /bpmn2:incoming >

< /bpmn2:endEvent >

< bpmn2:boundaryEvent id="BoundaryEvent 3 " name="" at tachedToRef=" t c :Task 1 ">

< bpmn2:even tDe f in i t i on x s i : t y p e=" tc:SNLT" id="SNLT 1" t c : t y p e="SNLT" va lue=

"0" / >

< bpmn2:even tDe f in i t i on x s i : t y p e="tc:FNLT" id="FNLT 5" t c : t y p e="FNLT" va lue=

"0" / >

< /bpmn2:boundaryEvent >

< bpmn2:boundaryEvent id="BoundaryEvent 4 " name="" at tachedToRef=" t c :Task 3 ">

< bpmn2:even tDe f in i t i on x s i : t y p e="tc:FNLT" id="FNLT 3" t c : t y p e="FNLT" va lue=

"0" / >

< /bpmn2:boundaryEvent >

< bpmn2:f lowElement x s i : t y p e=" tc:TemporalDependency " id="TemporalDependency 3 "

name="SF" fromValue="1" toValue="12" sourceRef="BoundaryEvent 3 " t a rge tRe f="

BoundaryEvent 4 " / >

< bpmn2:boundaryEvent id="BoundaryEvent 5 " name="" at tachedToRef=" t c :Task 4 ">

< bpmn2:even tDe f in i t i on x s i : t y p e=" tc:SNLT" id="SNLT 2" t c : t y p e="SNLT" va lue=

"0" / >

< /bpmn2:boundaryEvent >

< bpmn2:f lowElement x s i : t y p e=" tc:TemporalDependency " id="TemporalDependency 4 "

name="FS" fromValue="0" toValue="3" sourceRef="BoundaryEvent 3 " t a rge tRe f="

BoundaryEvent 5 " / >

< bpmn2:boundaryEvent id="BoundaryEvent 6 " name="" at tachedToRef=" t c :Task 5 ">
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< bpmn2:even tDe f in i t i on x s i : t y p e="tc:FNLT" id="FNLT 6" t c : t y p e="FNLT" va lue=

"0" / >

< /bpmn2:boundaryEvent >

< bpmn2:boundaryEvent id="BoundaryEvent 7 " name="" at tachedToRef=" t c :Task 6 ">

< bpmn2:even tDe f in i t i on x s i : t y p e=" tc:SNLT" id="SNLT 3" t c : t y p e="SNLT" va lue=

"0" / >

< /bpmn2:boundaryEvent >

< bpmn2:f lowElement x s i : t y p e=" tc:TemporalDependency " id="TemporalDependency 5 "

name="FS" fromValue="1" toValue="2" sourceRef="BoundaryEvent 6 " t a rge tRe f="

BoundaryEvent 7 " / >

< bpmn2:boundaryEvent id="BoundaryEvent 9 " name="FNLT" attachedToRef="

t c :Task 2 ">

< bpmn2:even tDe f in i t i on x s i : t y p e="tc:FNLT" id="FNLT 7" t c : t y p e="FNLT" va lue=

"15"/ >

< /bpmn2:boundaryEvent >

< / bpmn2:process >

< bpmndi:BPMNDiagram id="BPMNDiagram 1" name=" Product ion Process " >

< bpmndi:BPMNPlane id="BPMNPlane 1" bpmnElement=" p r o c e s s 4 ">

< bpmndi:BPMNShape id="BPMNShape 1" bpmnElement=" S ta r tEven t 1 ">

< dc:Bounds he igh t=" 36 .0 " width=" 36 .0 " x=" 30 .0 " y=" 117 .0 " / >

< /bpmndi:BPMNShape >

< bpmndi:BPMNShape id="BPMNShape ParallelGateway 1" bpmnElement="

Para l le lGa teway 1 ">

< dc:Bounds he igh t=" 50 .0 " width=" 50 .0 " x=" 330 .0 " y=" 110 .0 " / >

< /bpmndi:BPMNShape >

< bpmndi:BPMNShape id="BPMNShape ParallelGateway 2" bpmnElement="

Para l le lGa teway 2 ">

< dc:Bounds he igh t=" 50 .0 " width=" 50 .0 " x=" 530 .0 " y=" 103 .0 " / >

< /bpmndi:BPMNShape >

< bpmndi:BPMNShape id="BPMNShape Task 2" bpmnElement=" Task 2 ">

< dc:Bounds he igh t=" 50 .0 " width=" 72 .0 " x=" 210 .0 " y=" 110 .0 " / >

< /bpmndi:BPMNShape >

< bpmndi:BPMNShape id="BPMNShape Task 3" bpmnElement=" Task 3 ">

< dc:Bounds he igh t=" 50 .0 " width=" 66 .0 " x=" 425 .0 " y=" 37 .0 " / >

< /bpmndi:BPMNShape >

< bpmndi:BPMNShape id="BPMNShape Task 4" bpmnElement=" Task 4 ">

< dc:Bounds he igh t=" 50 .0 " width=" 66 .0 " x=" 425 .0 " y=" 176 .0 " / >

< /bpmndi:BPMNShape >

< bpmndi:BPMNShape id="BPMNShape Task 5" bpmnElement=" Task 5 ">

< dc:Bounds he igh t=" 50 .0 " width=" 59 .0 " x=" 632 .0 " y=" 104 .0 " / >

< /bpmndi:BPMNShape >

< bpmndi:BPMNShape id="BPMNShape Task 6" bpmnElement=" Task 6 ">

< dc:Bounds he igh t=" 50 .0 " width=" 61 .0 " x=" 740 .0 " y=" 103 .0 " / >

< /bpmndi:BPMNShape >

< bpmndi:BPMNShape id="BPMNShape EndEvent 1" bpmnElement="EndEvent 2">

< dc:Bounds he igh t=" 36 .0 " width=" 36 .0 " x=" 851 .0 " y=" 110 .0 " / >

< /bpmndi:BPMNShape >

< bpmndi:BPMNShape id="BPMNShape Task 1" bpmnElement=" Task 1 ">

< dc:Bounds he igh t=" 50 .0 " width=" 61 .0 " x=" 100 .0 " y=" 110 .0 " / >

< /bpmndi:BPMNShape >

< bpmndi:BPMNShape id="BPMNShape BoundaryEvent 3" bpmnElement="

BoundaryEvent 3 ">

< dc:Bounds he igh t=" 36 .0 " width=" 36 .0 " x=" 102 .0 " y=" 92 .0 " / >

< /bpmndi:BPMNShape >
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< bpmndi:BPMNShape id="BPMNShape BoundaryEvent 5" bpmnElement="

BoundaryEvent 5 ">

< dc:Bounds he igh t=" 36 .0 " width=" 36 .0 " x=" 440 .0 " y=" 208 .0 " / >

< /bpmndi:BPMNShape >

< bpmndi:BPMNShape id="BPMNShape BoundaryEvent 4" bpmnElement="

BoundaryEvent 4 ">

< dc:Bounds he igh t=" 36 .0 " width=" 36 .0 " x=" 441 .0 " y=" 19 .0 " / >

< /bpmndi:BPMNShape >

< bpmndi:BPMNShape id="BPMNShape BoundaryEvent 6" bpmnElement="

BoundaryEvent 6 ">

< dc:Bounds he igh t=" 36 .0 " width=" 36 .0 " x=" 654 .0 " y=" 136 .0 " / >

< /bpmndi:BPMNShape >

< bpmndi:BPMNShape id="BPMNShape BoundaryEvent 7" bpmnElement="

BoundaryEvent 7 ">

< dc:Bounds he igh t=" 36 .0 " width=" 36 .0 " x=" 722 .0 " y=" 135 .0 " / >

< /bpmndi:BPMNShape >

< bpmndi:BPMNShape id="BPMNShape BoundaryEvent 9" bpmnElement="

BoundaryEvent 9 ">

< dc:Bounds he igh t=" 36 .0 " width=" 36 .0 " x=" 242 .0 " y=" 142 .0 " / >

< /bpmndi:BPMNShape >

< bpmndi:BPMNEdge id="BPMNEdge SequenceFlow 2" bpmnElement=" SequenceFlow 2 "

sourceElement="BPMNShape 1" targetE lement="BPMNShape Task 1">

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 66 .0 " y=" 135 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 84 .0 " y=" 135 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 84 .0 " y=" 135 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 100 .0 " y=" 135 .0 " / >

< /bpmndi:BPMNEdge >

< bpmndi:BPMNEdge id="BPMNEdge SequenceFlow 3" bpmnElement=" SequenceFlow 3 "

sourceElement="BPMNShape Task 1" targetE lement="BPMNShape Task 2">

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 161 .0 " y=" 135 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 190 .0 " y=" 135 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 190 .0 " y=" 135 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 210 .0 " y=" 135 .0 " / >

< /bpmndi:BPMNEdge >

< bpmndi:BPMNEdge id="BPMNEdge SequenceFlow 4" bpmnElement=" SequenceFlow 4 "

sourceElement="BPMNShape Task 2" targetE lement="BPMNShape ParallelGateway 1">

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 282 .0 " y=" 135 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 326 .0 " y=" 135 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 326 .0 " y=" 135 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 330 .0 " y=" 135 .0 " / >

< /bpmndi:BPMNEdge >

< bpmndi:BPMNEdge id="BPMNEdge SequenceFlow 5" bpmnElement=" SequenceFlow 5 "

sourceElement="BPMNShape ParallelGateway 1" targetE lement="BPMNShape Task 3">

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 355 .0 " y=" 110 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 355 .0 " y=" 62 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 425 .0 " y=" 62 .0 " / >

< /bpmndi:BPMNEdge >

< bpmndi:BPMNEdge id="BPMNEdge SequenceFlow 6" bpmnElement=" SequenceFlow 6 "

sourceElement="BPMNShape ParallelGateway 1" targetE lement="BPMNShape Task 4">

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 355 .0 " y=" 161 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 355 .0 " y=" 201 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 425 .0 " y=" 201 .0 " / >

< /bpmndi:BPMNEdge >

< bpmndi:BPMNEdge id="BPMNEdge SequenceFlow 7" bpmnElement=" SequenceFlow 7 "

sourceElement="BPMNShape Task 3" targetE lement="BPMNShape ParallelGateway 2">
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< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 491 .0 " y=" 62 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 555 .0 " y=" 62 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 555 .0 " y=" 103 .0 " / >

< /bpmndi:BPMNEdge >

< bpmndi:BPMNEdge id="BPMNEdge SequenceFlow 8" bpmnElement=" SequenceFlow 8 "

sourceElement="BPMNShape Task 4" targetE lement="BPMNShape ParallelGateway 2">

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 491 .0 " y=" 201 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 555 .0 " y=" 201 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 555 .0 " y=" 154 .0 " / >

< /bpmndi:BPMNEdge >

< bpmndi:BPMNEdge id="BPMNEdge SequenceFlow 9" bpmnElement=" SequenceFlow 9 "

sourceElement="BPMNShape ParallelGateway 2" targetE lement="BPMNShape Task 5">

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 581 .0 " y=" 128 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 630 .0 " y=" 128 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 630 .0 " y=" 129 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 632 .0 " y=" 129 .0 " / >

< /bpmndi:BPMNEdge >

< bpmndi:BPMNEdge id="BPMNEdge SequenceFlow 10" bpmnElement=" SequenceFlow 10

" sourceElement="BPMNShape Task 5" targetE lement="BPMNShape Task 6">

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 691 .0 " y=" 129 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 740 .0 " y=" 129 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 740 .0 " y=" 128 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 740 .0 " y=" 128 .0 " / >

< /bpmndi:BPMNEdge >

< bpmndi:BPMNEdge id="BPMNEdge SequenceFlow 11" bpmnElement=" SequenceFlow 11

" sourceElement="BPMNShape Task 6" targetE lement="BPMNShape EndEvent 1">

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 801 .0 " y=" 128 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 839 .0 " y=" 128 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 839 .0 " y=" 128 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 851 .0 " y=" 128 .0 " / >

< /bpmndi:BPMNEdge >

< bpmndi:BPMNEdge id="BPMNEdge TemporalDependency 3" bpmnElement="

TemporalDependency 3 " sourceElement="BPMNShape BoundaryEvent 3" ta rge tE lement

="BPMNShape BoundaryEvent 4">

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 120 .0 " y=" 92 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 120 .0 " y=" 0 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 459 .0 " y=" 0 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 459 .0 " y=" 20 .0 " / >

< /bpmndi:BPMNEdge >

< bpmndi:BPMNEdge id="BPMNEdge TemporalDependency 4" bpmnElement="

TemporalDependency 4 " sourceElement="BPMNShape BoundaryEvent 3" ta rge tE lement

="BPMNShape BoundaryEvent 5">

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 120 .0 " y=" 92 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 120 .0 " y=" 72 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 181 .0 " y=" 72 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 181 .0 " y=" 180 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 123 .0 " y=" 179 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 123 .0 " y=" 265 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 440 .0 " y=" 265 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 440 .0 " y=" 245 .0 " / >

< /bpmndi:BPMNEdge >

< bpmndi:BPMNEdge id="BPMNEdge TemporalDependency 5" bpmnElement="

TemporalDependency 5 " sourceElement="BPMNShape BoundaryEvent 6" ta rge tE lement

="BPMNShape BoundaryEvent 7">

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 672 .0 " y=" 172 .0 " / >
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< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 672 .0 " y=" 199 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 741 .0 " y=" 199 .0 " / >

< d i :waypo in t x s i : t y p e=" dc :Po in t " x=" 741 .0 " y=" 172 .0 " / >

< /bpmndi:BPMNEdge >

< /bpmndi:BPMNPlane >

< /bpmndi:BPMNDiagram >

< / b p m n 2 : d e f i n i t i o n s >

Listing B.1: Example of a BPMN File Description



Appendix C

Temporal-Aware Template and

O�er using WS-Agreement*

Figure C.2 shows an example of temporal-aware agreement and o�er using WS-Agreement*

proposed in [129]. WS-Agreement* allows describing local and global validity time pe-

riods. It also allows describing periodical disjoint and non-disjoint intervals. Period

de�nitions are presented in Figure C.1.

Figure C.1: Period De�nitions in WS-Agreement*

141
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Figure C.2: Temporal-Aware Agreement Template and O�er using WS-Agreement*
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